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Abstract

We define an infinite sequence of new invariants,�n, of a groupG that measure the size of the successive quotients
of the derived series ofG. In the case thatG is the fundamental group of a 3-manifold, we obtain new 3-manifold
invariants. These invariants are closely related to the topology of the 3-manifold. They give lower bounds for the
Thurston norm which provide better estimates than the bound established by McMullen using the Alexander norm.
We also show that the�n give obstructions to a 3-manifold fibering overS1 and to a 3-manifold being Seifert
fibered. Moreover, we show that the�n give computable algebraic obstructions to a 4-manifold of the formX× S1

admitting a symplectic structure even when the obstructions given by the Seiberg–Witten invariants fail. There are
also applications to the minimal ropelength and genera of knots and links inS3.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

1.1. Summary of results

In this paper, we define new 3-manifold invariants and show that they give new information about the
topology of the 3-manifold. Given a 3-dimensional manifoldX and a cohomology class� ∈ H 1(X;Z)
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we define a sequence of invariants�n(�)which arise as degrees of “higher-orderAlexander polynomials”.
These integers measure the “size” of the successive quotients,G

(n+1)
r /G

(n+2)
r , of the terms of the (rational)

derived series ofG=�1(X). Loosely speaking,�n(�) is the degree of a polynomial that kills the elements
of the first homology of the regularG/G

(n+1)
r -cover ofX. The precise definitions are given in Section 5.

In the case of knot exteriors and zero surgery on knots, these covering spaces were studied by Cochran
[3] and Cochran et al.[4]. They defined similar generalized Alexander modules and were able to obtain
important new results on knot concordance.

Although these invariants are defined algebraically, they have many exciting topological applications.
We show that the degree�n of each of our family of polynomials gives a lower bound for the Thurston
norm of a class inH2(X, �X;Z)�H 1(X;Z) of a 3-dimensional manifold. We show that these invariants
can give much more precise estimates of the Thurston norm than previously known computable invariants.
We also show that the�n give obstructions to a 3-manifold fibering over a circle and to a 3-manifold being
Seifert fibered. Moreover, we show that the�n give computable algebraic obstructions to a 4-manifold of
the formX×S1 admitting a symplectic structure even when the obstructions given by the Seiberg–Witten
invariants fail. Some other applications are to the minimal ropelength and genera of knots and links
in S3.

Note thatG(n+1)
r /G

(n+2)
r is a module overZ[G/G

(n+1)
r ]. Whenn = 0, G(1)

r /G
(2)
r is the classical

Alexander module. SinceG/G
(1)
r is the (torsion-free) abelianization ofG, G(1)

r /G
(2)
r is a module over

the commutative polynomial ring in several variablesZ[G/G
(1)
r ]. These modules have been studied

thoroughly and with much success. For generaln, however, these “higher-order Alexander modules” are
modules over non-commutative rings. Very little was previously known in this case due to the difficulty
of classifying such modules.

Let X be a compact, connected, orientable 3-manifold and let� ∈ H 1(X;Z). There is a Poincaré
duality isomorphismH 1(X;Z)�H2(X, �X;Z). If an oriented surfaceF in X represents a class[F ] ∈
H2(X, �X;Z) that corresponds to� under this isomorphism, we say thatF is dual to� and vice versa.
We measure the complexity ofX via the Thurston norm which is defined in[33] as follows. IfF is any
compact connected surface, let�(X) be its Euler characteristic and let�_(F ) = |�(F )| if �(F )�0 and
equal 0 otherwise. For a surfaceF = 
Fi with multiple components, let�_(F ) = ��_(Fi). Note that
−�(F )��_(F ) in all cases. TheThurston normof � ∈ H 1(X;Z) is

‖�‖T = inf {�_(F )|F is a properly embedded oriented surface dual to�}.
This norm extends continuously to all ofH 1(X;R). This norm is difficult to compute except for in the
simplest of examples because it is a minimum over an unknown set.

Thurston showed that the unit ball of the norm is a finite sided polyhedron and that the set of classes
of H2(X, �X;R) representable by a fiber of a fibration overS1 corresponds to lattice points lying in the
cone of the union of some open faces of this polyhedron[33]. This norm has been useful in the resolution
of many open questions in 3-manifolds. Gabai used the Thurston norm to show the existence of taut,
finite-depth codimension one foliations 3-manifolds (see[11–13]). In particular, he shows that ifX is
a compact, connected, irreducible and oriented 3-manifold andF is any norm minimizing surface then
there is a taut foliation of finite depth containingF as a compact leaf. Corollaries of Gabai’s existence
theorems are that the Property R and Poenaru conjectures are true.

In a recent paper, McMullen defined the Alexander norm of a cohomology class of a 3-manifold via the
Alexander polynomial and proved that it is a lower bound for theThurston norm[26].This theorem has also
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been recently proved by Vidussi[35] using Seiberg–Witten theory and the work of Kronheimer[22,23],
Kronheimer and Mrowka[24] and Meng and Taubes[27]. We prove in Section 10 that the (unrefined)
higher-order degrees̄�n also give lower bounds for the Thurston norm. Whenn=0, �̄0(�)=‖�‖A hence
this gives another proof of McMullen’s theorem.

Theorem 10.1.Let X be a compact, orientable3-manifold(whose boundary if any is a union of tori).
For all � ∈ H 1(X;Z) andn�0

�̄n(�)�‖�‖T
except for the case when�1(X)= 1,n= 0,X�S1× S2, andX�S1×D2. In this case, �̄0(�)�‖�‖T +
1 + �3(X) whenever� is a generator ofH 1(X;Z)�Z. Moreover, equality holds in all cases when
� : �1(X)�Z can be represented by a fibrationX→ S1.

This theorem generalizes the classical result that for a knot complement, the degree of the Alexander
polynomial is less than or equal to twice the genus of the knot. It also generalizes McMullen’s theorem.
We remark that�n = �̄n except for some cases where�̄n = 0. In fact, for most of the cases that we are
interested in, thē�n in Theorem 10.1 can be replaced with�n.

Not only do the�n give lower bounds for the Thurston norm, but we construct 3-manifolds for which�n
give much sharper bounds for the Thurston norm than bounds given by the Alexander norm. In Theorem
11.2, we start with a 3-manifoldX and subtly alter it to obtain a new 3-manifoldX′. The resultingX′
cannot be distinguished fromX using theith-order Alexander modules fori < n but thenth-order degrees
of X′ are strictly greater than those ofX. We alter a fibered 3-manifold in this manner to obtain the
following result.

Theorem 11.1.For eachm�1 and��2 there exists a3-manifold X with�1(X)= � such that

‖�‖A = �0(�)< �1(�)< · · ·< �m(�)�‖�‖T
for all � ∈ H 1(X;Z). Moreover, X can be chosen so that it is closed, irreducible and has the same
classical Alexander module as a3-manifold that fibers overS1.

An interesting application of Theorem 10.1 is to show that the�n give new obstructions to a 3-manifold
fibering overS1. The previously known algebraic obstructions to a 3-manifold fibering overS1 are that
the Alexander module is finitely generated and (when�1(X) = 1) the Alexander polynomial is monic.
For i, j, n�0 let dij = �i − �j and letrn(X) be thenth-order rank of the moduleG(n+1)

r /G
(n+2)
r (see

Section 5).

Theorem 12.1.Let X be a compact, connected, orientable3-manifold. If at least one of the following
conditions is satisfied then X does not fiber overS1.

(1) rn(X) �= 0 for somen�0,
(2) �1(X)�2 and there existsi, j�0 such thatdij (�) �= 0 for all � ∈ H 1(X;Z),
(3) �1(X)= 1 anddij (�) �= 0 for somei, j�1 and� ∈ H 1(X;Z),
(4) �1(X)= 1,X�S1× S2,X�S1×D2 andd0j (�) �= 1+ �3(X) for somej�1 where� is a generator

ofH 1(X;Z).
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As a corollary, we see that the examples in Theorem 11.1 cannot fiber overS1 but have the same
classical Alexander module and polynomial as a fibered 3-manifold.

Corollary 12.2. For each��1, Theorem11.1gives an infinite family of closed irreducible3-manifolds
X where�1(X) = �, X does not fiber overS1, and X cannot be distinguished from a fibered3-manifold
using the classical Alexander module.

A second application of Theorem 10.1 is to show that the�̄n give obstructions to a 4-manifold of the
form X × S1 admitting a symplectic structure. Recently, Vidussi has extended the work of Kronheimer
to show that if a 4-manifold of the formX × S1 (X irreducible) admits a symplectic structure then there
is a face of the Thurston norm ball ofX that is contained in a face of the Alexander norm ball ofX. We
use his work to prove the following.

Theorem 12.5.Let X be a closed irreducible3-manifold. If at least one of the following conditions is
satisfied thenX × S1 does not admit a symplectic structure.

(1) �1(X)�2 and there exists ann�1 such that̄�n(�)> �̄0(�) for all � ∈ H 1(X;Z).
(2) �1(X)= 1, � is a generator ofH 1(X;Z), and �̄n(�)> �̄0(�)− 2 for somen�1.

Hence ifX is one of the examples in Theorem 11.1, thenX×S1 cannot admit a symplectic structure. We
note thatX has the same Alexander module as a fibered 3-manifold henceX×S1 cannot be distinguished
from a symplectic 4-manifold using the Seiberg–Witten invariants.

Corollary 12.6. For each��1, Theorem11.1 gives an infinite family of4-manifoldsX × S1 where
�1(X) = �, X × S1 does not admit a symplectic structure, and X cannot be distinguished from fibered
3-manifold using the classical Alexander module.

Another application of Theorem 10.1 is to give computable lower bounds for theropelengthof knots
and links. The ropelength of a link is the quotient of its length by it’s thickness. In[2] Cantarella et al.
show that the minimal ropelengthR(Li) of theith component of a linkL=∐Li is bounded from below
by 2�(1+√‖�i‖T ). Here�i is the cohomology class that evaluates to 1 on the meridian ofLi and 0 on
the meridian of every other component ofL. In Example 8.3, we use Corollary 10.5 to estimate ropelength
for a specific link from[2, Fig. 11, p. 278].

Corollary 10.5. LetX = S3− L and�i be as defined above. For eachn�0,

R(Li)�2�(1+√�n(�i)− 1).

Moreover, if �1(X)�2 or n�1 (or both) then

R(Li)�2�(1+
√

�̄n(�i)).

Lastly, we remark that the higher-order degrees give obstructions to a 3-manifold admitting a Seifert
fibration.
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Proposition 8.5. Let X be a compact, orientable Seifert fibered manifold that does not fiber overS1. If
�1(X)�2 or n�1 then

�̄n(�)= 0

for all � ∈ H 1(X;Z).

1.2. Outline of paper

In Section 2, we review the classical Alexander module, the multivariable Alexander polynomial, and
the Alexander norm of a 3-manifold. In Section 3 we define the rational derived series of a group. This
series is a slight modification of the derived series so that successive quotients are torsion free. This series
will be used to define the higher-order covers of a 3-manifold, the first homology of which will be the
chief object of study in this paper.

In Section 4 we define certain skew Laurent polynomial ringsKn[t±1] which containZ�n and depend
on a class in the first cohomology of the 3-manifold. Here,�n is the group of deck translations of the
higher-order covers. These will be extremely important in our investigations. Of particular importance is
the fact that they are non-commutative (left and right) principal ideal domains. Similar rings were used
in the work of[4], where it was essential that the rings were PIDs.

In Section 5 we define the new higher-order invariants. IfX is any topological space, we define the
higher-order Alexander module and rank ofX. Finally, if � ∈ H 1(X;Z) we define the higher-order
degrees�n(�) and�̄n(�).

Section 6 is devoted to the computation of these invariants using Fox’s Free Calculus. That is, the
higher-order invariants can be computed directly from a finite presentation of�1(X). The reader familiar
with Fox’s Free Calculus should be aware that the classical definitions must be slightly altered since we
are using right instead of left modules.

In Section 7, we give a finite presentation of the homology ofX with coefficients inKn[t±1]. This
will be crucial to prove that̄�n is bounded above by the Thurston norm. In Section 8, we compute the
higher-order invariants of some well known 3-manifolds and give some topological properties of the
invariants. The most important computation in this section is the computation of the higher-order degrees
and ranks for 3-manifolds that fiber overS1.

Section 9 contains the algebra concerning the rank of a torsion module over a skew (Laurent) polynomial
ring. Proposition 9.1 will be used in the proof of Theorem 10.1. In Section 10, we show that the higher-
degrees are lower bounds for the Thurston norm. We also prove a theorem relating higher-order degrees
of a cohomology class� to the first Betti number of a surface dual to�, and prove a result for links inS3.

In Section 11 we prove the Realization Theorem and construct examples of 3-manifolds whose higher
degrees increase. We finish the paper by investigating the applications of Theorem 10.1 to 3-manifolds
that fiber overS1 and symplectic 4-manifolds of the formX × S1 in Section 12.

2. The Alexander polynomial

In this section, we define the Alexander polynomial, the Alexander module, and the Alexander norm of
a 3-manifold. For more information about the Alexander polynomial we refer the reader to[8,18,21,29].
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Let G be a finitely presented group and letX be a finite CW complex with�1(X, x0) isomorphic toG.
We can assume thatX has one 0-cell,x0. LetX0 be the universal torsion free abelian cover ofX andx̃0
be the inverse image ofx0 in X0. That is,X0 is the cover induced by the homomorphism fromG onto
ab(G). Here, ab(G) = (G/[G,G])/{Z-torsion} which is isomorphic toZ� where� = �1(X) is the first
Betti number ofX. (The reason for the “0” inX0 will become apparent later in the paper.)

TheAlexander moduleof X is defined to be

AX =H1(X0, x̃0;Z)

considered as aZ[ab(G)]-module.After choosing a basis{x1, . . . , x�} forH1(X) the ringZ[ab(G)] can be
identified with the ring of Laurent polynomials in several variablesx1, . . . , x� with integral coefficients.
The ringZ[ab(G)] has no zero divisors and is in fact a unique factorization domain. We note thatAX is
finitely presented as

Z[ab(G)]r �̃2→Z[ab(G)]s → AX,

wherer is the number of relations andsis the number of generators of a presentation ofG.This presentation
is obtained by lifting each cell ofX to ab(G) cells of the torsion free abelian cover,X0.

Let 	 be a finitely generated free abelian group. For any finitely presentedZ[	]-moduleM with
presentation

Z[	]r P→Z[	]s → M

we define theith elementary idealEi(M) ⊆ Z[F ] to be the ideal generated by the(s− i)× (s− i) minors
of the matrixP. This ideal is independent of the presentation ofM. TheAlexander idealisI (X)=E1(AX),
the first elementary ideal ofAX. TheAlexander polynomial
X of X is the greatest common divisor of the
elements of the Alexander ideal. Equivalently, we could have defined
X to be a generator of the smallest
principal ideal containingI (X). Note that
X ∈ Z[ab(G)] and is well-defined up to units inZ[ab(G)].
We point out the necessity thatZ[ab(G)] be a UFD in the definition of
X.

Now let� ∈ H 1(X;Z). Let 
X =∑m
i=1 aigi for ai ∈ Z\{0} andgi ∈ ab(G). TheAlexander normof

� ∈ H 1(X;R) is defined to be

‖�‖A = sup
i,j

�(gi − gj ),

where� is a homomorphism fromG to Z. In this paper, we viewZ as the multiplicative group gener-
ated byt. Hence the Alexander norm is equal to the degree of the one-variable polynomial

∑m
i=1 �(gi)

corresponding to�.
We note that the Alexander (as well as the Thurston) norm is actually semi-norms since it can be zero

on a non-zero vector ofH 1(X;R).

3. Rational derived series

This paper investigates the homology of the covering spaces of a 3-manifold corresponding to the
rational derived series of a group. We begin by defining the rational derived series ofG and proving some
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of the properties of the quotientG/G
(n+1)
r . The most important for our purposes will be thatG/G

(n+1)
r

is solvable and its successive quotientsG
(i)
r /G

(i+1)
r areZ-torsion-free and abelian.

Definition 3.1. LetG(0)
r =G. Forn�1 defineG(n)

r =[G(n−1)
r ,G

(n−1)
r ]Pn−1 wherePn−1={g ∈ G

(n−1)
r |

gk ∈ [G(n−1)
r ,G

(n−1)
r ] for somek ∈ Z − {0}} to be thenth term of the rational derived seriesof G.

We denote by�n the quotientG/G
(n+1)
r and by�n the quotient mapG��n. By the following lemma,

�n is a group. Note that ifG is a finite group thenG(n)
r =G hence�n = {1} for all n�0. Hence, in this

paper we will only be interested in groups with�1(G)�1.

Lemma 3.2. G(n)
r is a normal subgroup ofG(i)

r for 0�i�n.

Proof. We show that[G(n−1)
r ,G

(n−1)
r ] andPn−1 are both normal subgroups ofG. SinceG(i+1)

r ⊆ G
(i)
r

for all i�0, [G(n−1)
r ,G

(n−1)
r ] ⊆ G

(n−1)
r , andPn−1 ⊆ G

(n−1)
r it follows that [G(n−1)

r ,G
(n−1)
r ] andPn−1

are normal inG(i)
r for 0�i�n. ThereforeG(n)

r is a normal subgroup ofG(i)
r for 0�i�n. Let N be

a normal subgroup ofG. Then[N,N ] is normal inG sinceg(
∏[n1, n2])g−1 =∏[gn1g

−1, gn2g
−1].

Therefore[G(n−1)
r ,G

(n−1)
r ] is normal inG by induction onn. Now we show thatPn−1 is a closed under

multiplication. Letp1, p2 ∈ Pn−1 then for somek1, k2 �= 0, pk1
1 , p

k2
2 ∈ [G(n−1)

r ,G
(n−1)
r ]. Now for any

two elementsw1, w2 ∈ G
(n−1)
r , we havew1w2=w2w1cwherec=[w−1

1 , w−1
2 ] ∈ [G(n−1)

r ,G
(n−1)
r ].Hence

(p1p2)
k1k2 = (p

k1
1 )k2(p

k2
2 )k1

∏
ci whereci ∈ [G(n−1)

r ,G
(n−1)
r ] sop1p2 ∈ Pn−1, which shows thatPn−1

is a subgroup ofG. Now if g ∈ G then(gp1g
−1)k1=gp

k1
1 g−1 ∈ [G(n−1)

r ,G
(n−1)
r ] since[G(n−1)

r ,G
(n−1)
r ]

is normal inG. ThereforePn−1 is a normal subgroup ofG. �

Definition 3.3. A group� is poly-torsion-free-abelian (PTFA) if it admits a normal series{1}=G0�G1�
· · ·�Gn=� such that each of the factorsGi+1/Gi is torsion-free abelian. (In the group theory literature
only a subnormal series is required.)

Remark 3.4. If A�G is torsion-free-abelian andG/A is PTFA thenG is PTFA. Any PTFA group is
torsion-free and solvable (the converse is not true). Any subgroup of a PTFA group is a PTFA group[28,
Lemma 2.4, p. 421].

We show that the successive quotients of the rational derived series are torsion-free abelian. In fact, the
following lemma implies that ifN is a normal subgroup ofG(i)

r with G
(i)
r /N torsion-free-abelian then

G
(i+1)
r ⊆ N .

Lemma 3.5. G(i)
r /G

(i+1)
r is isomorphic to(G(i)

r /[G(i)
r ,G

(i)
r ])/{Z-torsion} for all i�0.

Proof. Since[G(i)
r ,G

(i)
r ] ⊆ G

(i+1)
r , we can extend the natural projectionp : G(i)

r �G
(i)
r /G

(i+1)
r to a

surjective mapp1 : G(i)
r /[G(i)

r ,G
(i)
r ]�G

(i)
r /G

(i+1)
r . If [g] is a torsion element inG(i)

r /[G(i)
r ,G

(i)
r ] then

[g]k=[gk]=1 sog ∈ Pi ⊆ G
(i+1)
r . Hence we can extendp1 top2 : (G(i)

r /[G(i)
r ,G

(i)
r ])/T�G

(i)
r /G

(i+1)
r

whereT is the torsion subgroup ofG(i)
r /[G(i)

r ,G
(i)
r ]. We show thatp2 is injective hence is an isomorphism.

Supposep2(g2) = 1 thenp(g) = 1 for any g such thatq2(q1(g)) = g2. Henceg = fh wheref ∈
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[G(i)
r ,G

(i)
r ] andhk ∈ [G(i)

r ,G
(i)
r ] for somek �= 0. Therefore(g2)

k=(q2(q1(fh)))k=(q2(q1(f )q1(h)))
k=

(q2(q1(h)))
k = q2(q1(h

k))= q2(1)= 1 which implies thatg2= 1. �

If G= �1(X) this shows thatG(n)
r /G

(n+1)
r �H1(X�n−1)/{Z-torsion} whereX�n−1 is the regular�n−1

cover ofX. Whenn= 0, note thatG/G
(1)
r =G

(0)
r /G

(1)
r �H1(X)/{Z-torsion}�Z�1(X).

Corollary 3.6. �n is a PTFA group.

Proof. Consider the subnormal series

1= G
(n+1)
r

G
(n+1)
r

�
G

(n)
r

G
(n+1)
r

� · · ·� G
(i)
r

G
(n+1)
r

� · · ·� G
(1)
r

G
(n+1)
r

�
G

(0)
r

G
(n+1)
r

= �n.

G
(i)
r is a normal subgroup ofG(j)

r for 0�j�i henceG(i)
r /G

(n+1)
r is a normal subgroup ofG(j)

r /G
(n+1)
r .

From the lemma above,( G
(i)
r

G
(n+1)
r

)/(
G
(i+1)
r

G
(n+1)
r

)=G
(i)
r /G

(i+1)
r is isomorphic to(G(i)

r /[G(i)
r ,G

(i)
r ])/{Z-torsion}

hence is torsion free and abelian.�

We next show that if the successive quotients of the derived series ofGare torsion-free then the rational
derived series agrees with the derived series. In general we only know thatG(i) ⊆ G

(i)
r for all i�0.

Corollary 3.7. If G(i)/G(i+1) is Z-torsion-free for all i thenG(i)
r =G(i) for all i.

Proof. We prove this by induction oni. First, we know thatG(0)
r =G(0)=G. Now assume thatG(i)

r =G(i),
then by assumption

G(i)
r /[G(i)

r ,G(i)
r ] =G(i)/G(i+1)

isZ-torsion-free. Hence Lemma 3.5 gives usG
(i)
r /G

(i+1)
r =G(i)

r /[G(i)
r ,G

(i)
r ]henceG(i+1)

r =[G(i)
r ,G

(i)
r ]=

G(i+1). �

Strebel showed that ifG is the fundamental group of a (classical) knot exterior then the quotients of
successive terms of the derived series are torsion-free abelian[32]. Hence for knot exteriors we have
G

(i)
r =G(i). This is also well known to be true for free groups. Since any non-compact surface has free

fundamental group, this also holds for all orientable surface groups.

4. Skew Laurent polynomial rings

In this section, we define some skew Laurent polynomial rings,Kn[t±1], which are obtained fromZ�n

by inverting elements of the ring that are “independent” of� ∈ H 1(G;Z). Very similar rings were used
in the work of Cochran et al.[4, Definition 3.1]. Skew polynomial rings with coefficients in a (skew) field
are known to be left and right principal ideal domains as is discussed herein.

Let� be a PTFA group as defined in the previous section.A crucial property ofZ� is that is has a (skew)
quotient field. Recall that ifR is a commutative integral domain thenR embeds in its field of quotients.
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However, ifR is non-commutative domain then this is no longer always possible (and is certainly not as
trivial if it does exist). We discuss conditions which guarantee the existence of such a (skew) field.

Let Rbe a ring andSbe a subset ofR. S is aright divisor setof R if the following properties hold.

(1) 0 /∈ S, 1 ∈ S.
(2) S is multiplicatively closed.
(3) Givenr ∈ R, s ∈ S there existsr1 ∈ R, s1 ∈ S with rs1= sr1.

It is known that ifS ⊆ R is a right divisor set then theright quotient ring RS−1 exists ([28, p. 146]or
[31, p. 52]). By RS−1 we mean a ring containingRwith the property that

(1) Every element ofShas an inverse inRS−1.
(2) Every element ofRS−1 is of the formrs−1 with r ∈ R, s ∈ S.

If R has no zero-divisors andS = R − {0} is a right divisor set thenR is called anOre domain. If R
is an Ore domain,RS−1 is a skew field, called theclassical right ring of quotientsof R (see[31]). It is
observed in[4, Proposition 2.5]that the group ring of a PTFA group has a right ring of quotients.

Proposition 4.1(Passman[28] , pp. 591–592,611). If � is PTFA thenQ� is a right(and left) Ore domain;
i.e. Q� embeds in its classical right ring of quotientsK, which is a skew field.

If K is the (right) ring of quotients ofZ�, it is aK-bimodule and aZ�-bimodule. Note thatK =
Z�(Z�− {0})−1 as above. We list a some properties ofK.

Remark 4.2. If R is an Ore domain andS is a right divisor set thenRS−1 is flat as a leftR-module[31,
Proposition II.3.5]. In particular,K is a flat leftZ�-module, i.e.·⊗Z�K is exact.

Remark 4.3. Every module overK is a free module[31, Proposistion I.2.3]and such modules have a
well defined rank rkK which is additive on short exact sequences[5, p. 48].

If M is a rightR-module withRan Ore domain then therank of Mis defined as rankM=rkK(M⊗RK).
Combining Remarks 4.2 and 4.3 we have the following

Remark 4.4. If C is a non-negative finite chain complex of finitely generated free rightZ�-modules then
the Euler characteristic�(C)=∑∞

i=0 (−1)irankCi is defined and is equal to
∑∞

i=0 (−1)irankHi(C).

The rest of this section will be devoted to the ringsK
�
n [t±1]. Consider the group�n =G/G

(n+1)
r for

n�0. Since�n is PTFA (Corollary 3.6),Z�n embeds in its right ring of quotients, which we denote
by Kn. Let � ∈ H 1(G;Z) be primitive. SinceH 1(G;Z) � HomZ(G,Z), � can be considered as an
epimorphism fromG to Z. In particular,� is trivial onG(n+1)

r so it induces a well defined homomorphism
� : �n�Z. Let�′n be the kernel of�. Since�′n is a subgroup of�n, �′n is PTFA by Remark 3.4. Therefore
Z�′n is an Ore domain andSn=Z�′n−{0} is a right divisor set ofZ�n [28, p. 609]. LetKn= (Z�′n)S−1

n be
the right ring of quotients ofZ�′n, g� : Z�′n → Kn be the embedding ofZ�′n into Kn, andRn=(Z�n)S

−1
n .



904 Shelly L. Harvey /Topology44 (2005) 895–945

We will show thatRn is isomorphic to a certain skew Laurent polynomial ringKn[t±1] (defined below)
which is a non-commutative principal right and left ideal domain by Cohn[6, 2.1.1. p. 49]. That is,
Kn[t±1] has no zero divisors and every right and left ideal is principal.

We recall the definition of a skew Laurent polynomial ring. IfK is a skew field,� is an automorphism
of K andt is an indeterminate, theskew (Laurent) polynomial ring in t over Kassociated with� is the
ring consisting of all expressions of the form

t−ma−m + · · · + t−1a−1+ a0+ ta1+ · · · + tnan,

whereai ∈ K. The operations are coordinate-wise addition and multiplication defined by the usual
multiplication for polynomials and the ruleat = t�(a) [5, p. 54].

Consider the split short exact sequence

0−→ ker(�) −→ �n

_
�−→Z −→ 0.

Choose a splitting
 : Z → �n. Then
 induces an automorphism of�′n=ker(�)byg �→ 
(t)−1g
(t). This
induces a ring automorphism ofZ�′n and hence a field automorphism� of Kn by �(rs−1)= �(r)�(s)−1.
This definesKn[t±1] as above.

Proposition 4.5. The embeddingg� : Z�′n → Kn extends to an isomorphismRn → Kn[t±1].
Proof. Any element of�n can be written uniquely as
(t)mam for somem ∈ Z andam ∈ Z�′n. It follows
thatZ�n is isomorphic to the skew (Laurent) polynomial ringZ�′n[x±1] by sending
(t)mam to xmam.
The automorphism ofZ�′n is induced by conjugation,a→ x−1ax sincea
(t)= 
(t)(
(t)−1a
(t)).

Hence there is an obvious ring homomorphism ofZ�n → Kn[t±1] extendingg�. Note that the
automorphismg �→ 
(t)−1g
(t) definingKn[t±1] agrees with conjugation in� so this map is a ring
homomorphism. The non-zero elements ofZ�′n map to invertible elements inKn[t±1]. It is then easy to
show thatRn�Kn[t±1]. �

We note that(Z�n)S
−1 depends on the (primitive) class� ∈ H 1(G;Z). Moreover, the isomorphism

of (Z�n)S
−1 with Kn[t±1] depends on the splitting
 : Z → �n. For any� ∈ H 1(X;Z) we have

Z�n ↪→ Kn[t±1] ↪→Kn.

One should note that the first and last rings only depend on the groupG while the middle ringKn[t±1]
depends on the homomorphism� : G → Z and splitting
 : Z → �n. Often we writeK

�
n [t±1] to

emphasize the class� on whichK
�
n [t±1] is dependent. From Remark 4.2 we have the following.

Remark 4.6. K
�
n [t±1] andKn are flat leftZ�n-modules.

5. Definition of invariants

SupposeX is a connected CW-complex withA ⊆ X andx0 ∈ A a basepoint. Let� : �1(X)→ � be a

homomorphism andX�
p→X denote the regular�-cover ofX associated to�. That is,X� is defined to

be the pullback of the universal cover ofK(�,1). We note that there is an induced coefficient system on
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A, � ◦ i∗ : �1(A)→ � wherei is the inclusion map ofA into X. Thus, we have a regular covering map of

the pair(X�, A�)
p→(X,A). If � is not surjective thenX� is the disjoint union of�/Im (�) copies of the

regular Im(�)-cover corresponding to� : �1(X)�Im(�).
There is a natural homomorphism� : � → G(X�) whereG(X�) is the group of deck transformations

of X� (see[14] or [25] for more details). We note that� is an isomorphism when� is surjective. This map
is defined by sending� to the deck transformation�� that takesx0 to �̃(1) where�̃ is the unique lift of�
starting atx0. � gives us a left� action onX� by x̃�= ��(x̃). We make this into a right action by defining
x̃�= �−1x̃. Hencex̃�= ��−1(x̃).

The right action of� onX� induces a right action on the groupC-(X�) of singularn-chains onX�,

by sending a singularn-simplex� : 
n → X� to the composition
n → X�
�→X�. The action of� on

C-(X�) makesC-(X�) a rightZ�-module.
Let M be aZ�-bimodule. The equivariant homology ofX and(X,A) are defined as follows.

Definition 5.1. GivenX, A, �, M as above, let

H-(X;M) ≡ H-(C-(X�)⊗Z�M)

and

H-(X,A;M) ≡ H-(C-(X�, A�)⊗Z�M)

as rightZ�-modules.

These are well-known to be isomorphic to the homology ofX and (X,A) with coefficient system
induced by� [36, Theorem VI 3.4].

We now restrict to the case when� is PTFA. We state the following useful proposition. A proof of this
can be found in[3, Section 3]. We remark that the finiteness condition in Proposition 5.2 is necessary.

Proposition 5.2. Suppose�1(X) is finitely generated and� : �1(X)→ � is non-trivial. Then

rankH1(X;Z�)��1(X)− 1.

LetG=�1(X, x0). Define thenth-order coverXn
pn−→X of X to be the regular�n-cover corresponding

to the coefficient system�n : G��n where�n =G/G
(n+1)
r is as defined in Section 3. Recall thatZ�n

has a (skew) field of quotientsKn. If R is any ring withZ�n ⊆ R ⊆ Kn thenR is a Z�n-bimodule.
Moreover,H∗(X;R) can be considered as a rightR-module. We will be interested in the cases whenR
is Z�n, Kn andKn[t±1] whereKn[t±1] is as described in the Section 4. IfM is a right (left)R-module
whereR is an Ore domain then we letTRM be theR-torsion submodule ofM. When there is no confusion
we suppress theRand just writeTM.

We define the higher-order modules. The integral invariants that we can extract from these modules
will be our chief interest for the rest of this paper.

Definition 5.3. Thenth-order Alexander module of a CW-complexX is

An(X) ≡ TZ�nH1(X;Z�n)
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considered as rightZ�n-module. Similarly, we define

Ān(X) ≡ H1(X;Z�n)

considered as rightZ�n-module.

Let X andY be 3-manifolds withG= �1(X) andH = �1(Y ). Suppose thatG is isomorphic toH. We
would like for their higher-order Alexander modules to be “the same”. However, they are modules over
different (albeit isomorphic) rings. We remedy this dilemma with the following definition. It is easy to
verify that the following defines an equivalence relation.

Definition 5.4. Let M andN be right (left)RandS-modules, respectively, andf : R→ S be an isomor-
phism.N can be made into a right (left)R-module viaf. We say thatM is equivalent toN providedN is
isomorphic toM as a right (left)R-module.

Let X be a topological space withG = �1(X). The higher-order Alexander modules can be defined
group theoretically. Define a rightZ[G/G

(n+1)
r ]-module structure onG(n+1)

r /[G(n+1)
r ,G

(n+1)
r ]by[h][g]=

[g−1hg] for h ∈ G
(n+1)
r andg ∈ G. We see that

Ān(X)�
G

(n+1)
r

[G(n+1)
r ,G

(n+1)
r ]

as a rightZ[ G

G
(n+1)
r

]-module. We also note that

Ān(X)/{Z-torsion}�G(n+1)
r /G(n+2)

r

by Proposition 3.5. Suppose thatY is homeomorphic toX, then�1(Y ) is isomorphic toG. It is easy
to verify that the isomorphism of groups leads to an equivalence ofĀn(X) andĀn(Y ). Therefore the
equivalence classes of the higher-order Alexander modules are topological invariants. Similarly, one can
easily verify that the rest of the definitions in this section are invariants ofX or a pair(X,�).

Definition 5.5. Thenth-order rank ofX is

rn(X)= rkKnH1(X;Kn).

In the literature, the classical Alexander module of a 3-manifold is often defined asH1(X, x0;Z�0)

(see Section 2) and�(X) = rkH1(X, x0;Z�0) is called the nullity ofX [18]. We will now show that
H1(X;Z�n) andH1(X, x0;Z�n) are related byrn(X)=rkKnH1(X, x0;Kn)−1 andTZ�nH1(X;Z�n)=
TZ�nH1(X, x0;Z�n). Hence, we could have definedAn(X) andrn(X) using homology rel basepoint as
well.

Proposition 5.6. Let� be PTFA, and� : �1(X, x0)→ � be non-trivial. Then

rkKH1(X;K)= rkKH1(X, x0;K)− 1 (5.1)
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and

TRH1(X;R)�TRH1(X, x0;R) (5.2)

for any ring R such thatZ� ⊆ R ⊆K, whereK is the(skew) field of quotients ofZ�.

Proof. To prove (5.1), consider the long exact sequence the pair(X, x0),

0→ H1(X;K)
�→H1(X, x0;K)

�→H0(x0;K)→ H0(X;K).

Since� : �1(X) → � is non-trivial,H0(X;K) = 0 by the following Lemma. The first result follows
sinceH0(x0;K)�K.

Lemma 5.7. Suppose X is a connected CW complex. If� : �1(X)→ � is a non-trivial coefficient system
and� is PTFA thenH0(X;K)= 0.

Proof. By [36, p. 275]and[1, p. 34], H0(X;K) is isomorphic to the cofixed setK/KI whereI is the
augmentation ideal ofZ[�1(X)]acting viaZ[�1(X)] → Z� →K. If � is non-trivial then the composition
is non-trivial. ThusI contains an element that is a unit henceKI =K. �

We show that the map� : H1(X;R)→ H1(X, x0;R) restricts to an isomorphism fromTH1(X;R)onto
TH1(X, x0;R). Certainly� : TH1(X;R)→ TH1(X, x0;R) is a monomorphism. Let� ∈ TH1(X, x0;R)
with �r = 0 wherer �= 0. SinceH0(x0;R)�R is R-torsion-free,�(�)= 0 so there exists� ∈ H1(X;R)
with �(�)=�. We see that� isR-torsion since�(�r)=�(�)r=�r=0 and� is a monomorphism. Therefore
� : TH1(X;R)→ TH1(X, x0;R) is surjective. �

For any primitive class� ∈ H 1(X;Z) and splitting
 : Z → �n we consider the skew Laurent poly-
nomial ringKn[t±1]. We note thatTH1(X;Kn[t±1]) is a finitely generated rightKn-module. Moreover,
any module overKn has a well defined rank which is additive on short exact sequences by Remark 4.3.

Definition 5.8. Let X be a finite CW-complex. For each primitive� ∈ H 1(X;Z) andn�0 we define the
refinednth-orderAlexander module correspondingto � to beA�

n(X)= TKn[t±1]H1(X;Kn[t±1]) viewed
as a rightKn[t±1]-module.

SinceA�
n(X) is a finitely generated module over the principal ideal domainKn[t±1],

A
�
n(X)�

m⊕
i=1

Kn[t±1]
pi(t)Kn[t±1]

for some non-zeropi(t) ∈ Kn[t±1] [20, Theorem 16, p. 43]. We define the refinednth-order degree of�
to be the degree of the polynomial

∏
pi(t). One can verify that this is equal to the rank ofA

�
n(X) as a

Kn-module. Note that while the degree of
∏

pi(t) is well-defined and independent of�, the polynomial∏
pi(t) is not well-defined.
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Definition 5.9. Let X be a finite CW-complex. For each primitive� ∈ H 1(X;Z) andn�0 we define the
refinednth-order degree of� to be

�n(�)= rkKnA
�
n(X).

We extend by linearity to define�n(�) for non-primitive classes�.

Similarly we define the unrefined higher-order Alexander modules and degrees.

Definition 5.10. Let X is a finite CW-complex. For each primitive� ∈ H 1(X;Z) andn�0 we define
theunrefinednth-orderAlexander module corresponding to� to beĀ�

n(X) = H1(X;Kn[t±1]) viewed
as a rightKn[t±1]-module. Theunrefinednth-order degree of� is

�̄n(�)= rkKnĀ
�
n(X)

if rk KnĀ
�
n(X) is finite and 0 otherwise. We extend by linearity to define�̄n(�) for non-primitive classes

�.

We note that

Ā
�
n(X)�

(
m⊕
i=1

Kn[t±1]
pi(t)Kn[t±1]

)⊕
Kn[t±1]rn(X).

Hence rkKnĀ
�
n(X) is finite if and only ifrn(X)= 0.

Remark 5.11. If rn(X)= 0 then�̄n(�)= �n(�) otherwise 0= �̄n(�)��n(�).

We now show that̄�0(�) is equal to the Alexander norm of� hence�̄0(�) is a convex function.

Proposition 5.12. �̄0(�)= ‖�‖A for all � ∈ H 1(X;Z).

Proof. Recall that�0= Z�1(X) henceZ�0 is isomorphic to the polynomial ring in several variables. Let
� : Z�0 ↪→ K0[t±1] be the embedding ofZ�0 into the principal ideal domainK0[t±1] and
X =∑ ngg

be the Alexander polynomial ofX. We begin by showing that‖�‖A = deg�(
X). For all j consider
the polynomial
j

X =
∑

�(g)=tj ngg. Note that any suchg can be written (using the splitting
) ashg�j

where�(�)= t . We see that�(
j
X)= �(

∑
�(g)=tj ngg)= (

∑
nghg)t

j wherecj ≡∑ nghg ∈ Z[ker �0].
Since� is a monomorphism we havecj �= 0 unlessng = 0 for all g with �(g) = tj . It follows that

deg�(
X)=deg�(
∑


j
X)=deg

∑
cj t

j =‖�‖A. After choosing a group presentation forG, Fox’s Free
Calculus (Section 6) gives us a presentation matrixM for H1(X, x0;Z[�0])=H1(X̃, x̃0) whereX̃ is the
torsion-free abelian cover ofX. Moreover a presentation ofH1(X, x0;K0[t±1]) is also given byM�, that
is we consider each entry in as an element ofK0[t±1]. If s is the number of generators in the presentation
of G then
X=gcd(E1(H1(X, x0;Z�0)))=gcd{d1, . . . , dk}where{d1, . . . , dk} is the set of determinants
of the (s − 1) × (s − 1) minors ofM (Section 2). Note that�0 is free abelian soK0 is a commutative
field and hence andZ�0 andK0[t±1] are unique factorization domains, since any principal ideal domain
is a unique factorization domain. We compute gcd(E1(H1(X, x0;K0[t±1])))= gcd{�(d1), . . . , �(dk)}.
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Since� is an embedding, one can check that the degrees of�(gcd{d1, . . . , dk})and gcd{�(d1), . . . , �(dk)}
are equal. It follows that

‖�‖A = deg�(
X)

= deg�(gcd{d1, . . . , dk})
= deg gcd{�(d1), . . . , �(dk)}
= deg gcd{E1(H1(X, x0;K0[t±1]))}

so to complete the proof it suffices to show that deg(gcd{�(d1), . . . , �(dk)}) = �̄0(�). SinceK0[t±1] is
a principal ideal domain,H1(X, x0;K0[t±1]) is isomorphic to a direct sum of cyclicK0[t±1]-modules.
That is,M� is equivalent to a matrix of the form

p1(t)
. . .

ps−1(t)

0 · · · 0

 ,

wherepi(t) is zero for somei if and only ifr0(X)>0.We note that the last row of the matrix can be assumed
to be zero since rkK0H1(X, x0;K0) = rkK0H1(X;K0) + 1. Hence ifr0(X) = 0, H1(X;K0[t±1]) =
TH1(X;K0[t±1])=TH1(X, x0;Z�0) so�̄0(�)= deg(p1(t) · · ·ps−1(t)). Otherwisepi(t)= 0 for somei
so we havē�0(�)= 0= deg(p1(t) · · ·ps−1(t)). Using the latter presentation ofH1(X, x0;K0[t±1]) we
compute gcd(E1(H1(X, x0;K0[t±1])))= p1(t) · · ·ps−1(t) so

‖�‖A = deg gcd{E1(H1(X, x0;K0[t±1]))}
= deg(p1(t) · · ·ps−1(t))

= �̄0(�). �

6. Computing �i andA�
n via Fox’s Free Calculus

We will describe a method of computing the higher-order invariants using Fox’s Free Calculus. We
remark that this is slightly different than the classically defined free derivatives because we are working
with right (instead of the usual left) modules. We refer the reader to[9,10,7,17]for more on the Free
Calculus (for left modules).

Let G be any finitely presented group with presentation

P = 〈x1, . . . , xl|r1, . . . , rm〉,
F=〈x1, . . . , xl〉be the free group onl generators and� : F�G. For eachxi there is a mapping��xi : F�ZF

called theith free derivative. This map is determined by the two conditions

�xj
�xi

= �i,j ,

�(uv)

�xi
= �u

�xi
+ u

�v

�xi
.
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From these, one can prove that

�u−1

�xi
=−u−1 �u

�xi
.

The map� : F�G extends by linearity to a map� : ZF�ZG. The matrix

(
�rj
�xi

)�

=


�

(
�r1
�x1

)
· · · �

(
�rn
�x1

)
...

. . .
...

�

(
�r1
�xm

)
· · · �

(
�rn
�xm

)


with entries inZG is called the Jacobian of the presentationP. We note that this matrix is dependent on
the presentation.

SupposeX be a finite CW-complex,G��1(X, x0) and� : G → �. We can assume thatX has one
0-cell,x0. Hence the chain complex of(X�, x̃0) is

· · · → Z�m �̃2→Z�l → 0,

wherel andm are the number of one and two cells ofX, respectively. We define an involution on the
group ringZF by∑

mifi =
∑

mif
−1

and extend� : G�� to � : ZG�Z� by linearity. It is straightforward to verify that̃�2= (
�rj
�xi

)��. Hence

H1(X, x0;Z�) is finitely presented as(
�rj
�xi

)��. We remark that the existence of the involution in the
presentation ofH1 is necessary since we chose to work with right rather than left modules. In the case
that� is abelian, the involution is not necessary.

Let � : Z� → R be a ring homomorphism. ThenR is aZ�-R-bimodule and we can consider the right
R-moduleH1(X, x0;R). The chain complex for(X, x0;R) is

· · · → Z�n⊗Z�R
�̃2⊗idM→ Z�m⊗Z�R→ 0.

SinceZ�k⊗Z�R�Rk, it follows thatH1(X, x0;R) is finitely presented as(
�rj
�xi

)���

. (6.1)

Now let�= �n : G��n be as defined in Section 3 and� : G�Z. Choose a splitting
 : Z → �n and

let R = Kn[t±1]. We can use (6.1) to show thatH1(X, x0;Kn[t±1]) is finitely presented as(
�rj
�xi

)��n�


where�
 : Z�n ↪→ Kn[t±1] is the embedding ofZ�n into Kn[t±1].
Moreover, we compute the�n(�) as follows. SinceKn[t±1] is a principal ideal domain,(

�rj
�xi

)��n�
 is
equivalent to a diagonal presentation matrix of the form{p1(t), . . . , p�(t),0(r,s)} [20, Theorem 16, p. 43]
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and 0(r,s) is a r × s size matrix of zeros. Proposition 5.6 implies thatrn(X) = rkKnH1(X, x0;Kn) − 1
hence

rn(X)= r − 1.

The above presentation implies thatTH1(X, x0;Kn[t±1])has a diagonal presentation matrix of the form
{p1(t), . . . , p�(t)}. Moreover, Proposition 5.6 givesTH1(X;Kn[t±1])�TH1(X, x0;Kn[t±1]). Thus we
have used Fox’s Free Calculus to derive a presentation matrix forA

�
n and we have shown that

�n(�)= deg
∏

1� i��

pi(t).

7. A presentation ofĀ
�

n in terms of a surface dual to�

In the previous section, we used Fox’s Free Calculus to find a presentation matrix of the higher-order
Alexander module,A�

n(X). WhenX is a 3-manifold, we will show that the localized modulesĀ
�
n(X) are

finitely presented and that the presentation matrix has topological significance. The matrix will depend on
the surface dual to a cohomology class.The presentation will be the higher-order analog of the presentation
obtained from a Seifert matrix for knot complements. The presentation obtained will be the main tool
that we use in Section 10 to prove that the higher-order degrees give lower bounds for the Thurston norm.

Let X3 be a compact, orientable 3-manifold (possibly with boundary),G = �1(X, x0) and � ∈
H 1(X;Z). Let� : G→ � be a non-trivial coefficient system andX�

p→X be the regular� cover ofX. For
any� as above, there exists a properly embedded surfaceF in X such that the class[F ] ∈ H2(X, �X;Z)

is Poincare dual to�. We say thatF is dual to�.
Let F be a surface dual to�, Y = X − (F × (0,1)), F+ = F × {1} (seeFig. 1 for an example), and

x0 be a point ofF = F × {0} ⊂ Y . Let R be a ring and� : Z� → R be a ring homomorphism defining
R as aZ�-bimodule. We will exhibit a presentation ofH1(X;R) in terms ofH1(F ;R) andH1(Y ;R).
First we remark that it makes sense to speak of the homology ofF with coefficients inR. By this, we

mean the homology corresponding to the coefficient system�1(F, x0)
i∗→ �1(X, x0)

�→�. Similarly, we
have coefficient systems for�1(Y, x0) and the other terms that are involved in Proposition 7.1 below.

Before we state Proposition 7.1, we need the following notation. Letc be a path inYwith initial point
c(0)= (x0,1) and endpointc(1)= (x0,0). Let c+(s)= (x0, s) and� be the closed curvec+ · c based at

F
F+F

Fig. 1. The Whitehead manifold cut open alongF.
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x0. Let i± : F → Y includeF intoYby i−(f )= (f,0) andi+(f )= (f,1). Finally letj : Y → X be the
inclusion ofY into X.

Proposition 7.1. Suppose�=�(�) is a non-zero element of� and either some element of the augmentation
ideal ofZ[�1(F )] is invertible(under� ◦ � ◦ i∗) in R or�1(F )= 1. Then the sequence

H1(F ;R) �→H1(Y ;R) j∗→H1(X;R)→ H0(F ∪ F+ ∪ c;R)
is exact where�= (i+)∗ − (i−)∗�.

Proof. For convenience, we will omit theR in H1(−;R) in this proof. LetU = (F × I ) ∪ � where
I = [0,1]. ThenX=U ∪ Y andU ∩ Y =F ∪F+ ∪ c. Consider the homology Mayer–Vietoris sequence
for (U, Y ) with coefficients inR [36],

H1(F ∪ F+ ∪ c)→ H1((F × I ) ∪ �)⊕H1(Y )→ H1(X)→ H0(F ∪ F+ ∪ c)→ . (7.1)

We examine theH1 terms involvingF in (7.1). We will compute the homology of these term using the
Mayer–Vietoris sequences for(F, F+ ∪ c),

0→ H1(F )⊕H1(F+ ∪ c)→ H1(F ∪ F+ ∪ c)→ H0(x0)→ H0(F )⊕H0(F+ ∪ c) (7.2)

and(F × I, �),

0→ H1(F × I )⊕H1(�)→ H1(F × I ∪ �)→ H0(x0)→ H0(F × I )⊕H0(�). (7.3)

The ideas behind the rest of the proof in both of the cases (stated in the hypothesis) are similar however
the proof when�1(F ) �= 1 is more technical. Hence we will first consider the special case when�1(F )=1.
Since�1(F ) is trivial, bothH0(x0) → H0(F ) ⊕ H0(F+ ∪ c) andH0(x0) → H0(F × I ) ⊕ H0(�) are
injective. Hence,H1(F ∪ F+ ∪ c;M)�H1(F ;M)⊕H1(F+ ∪ c;M) andH1((F × I ) ∪ �)�H1((F ×
I ))⊕H1(�).

Since� is non-trivial in�, the curve� does not lift to the�-cover ofX. ThereforeH1(�)= 0 and hence
H1((F × I ∪ �))�H1(F × I ). Moreover,H1((F × I ))�H1(F ) where the isomorphism is induced by
the map which sends(f, s) to (f,0).

We analyze the first term in the sequence. The isomorphism�1(F, x0) → �1(F+ ∪ c, x0) given by
[�] �→ [c · i+(�) · c̄] induces an isomorphismg : H1(F )→ H1(F+ ∪ c). By c̄ we mean the curve defined
by c̄(s)=c(1−s). Note that[c ·i+(�)· c̄]=�−1[�]� in �1(F×I, x0). ThereforeH1(F ∪F+∪c)�H1(F )⊕
H1(F ). We note that the composition

H1(F )→ H1(F+ ∪ c)→ H1(F × I ∪ �)→ H1(F )

sends� to �� and the compositionH1(F )→ H1(F × I ∪ �)→ H1(F ) is the identity.
Using the isomorphisms above, we rewrite (7.1) as

H1(F )⊕H1(F )
(fF ,fY ),→ H1(F )⊕H1(Y )→ H1(X)→ H0(F ∪ F+ ∪ c)→ ,

wherefF (�1, �2) = �1 + �2� andfY (�1, �2) = −((i−)∗(�1) + (i+)∗(�2)). It follows from Lemma 7.2
that the sequence

H1(F )
�→H1(Y )

j∗→H1(X)→ H0(F− ∪ F+)
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is exact with�(�) = −((i−)∗(��) + (i+)∗(−�)) = ((i+)∗ − (i−)∗�)(�). The proof of Lemma 7.2 is
straightforward hence omitted.

Lemma 7.2. SupposeA ⊕ A
(fA,fB)−→ A ⊕ B

g→C
h→D is an exact sequence of right R-modules with

fA(a1, a2)=a1+a2r wherer ∈ R, thenA
f ′→B

g′→C
h→D is an exact sequence of right R-modules with

f ′(a) ≡ fB(ar,−ar) andg′(b) ≡ g(0, b).

Now we assume that some element of the augmentation ideal ofZ[�1(F )] is invertible inR. By [36,
p. 275]and[1, p. 34], H0(F ) is isomorphic to the cofixed setR/RJwhereJ is the augmentation ideal of
Z[�1(F )]. ThereforeH0(F ) = H0(F+ ∪ c) = 0. We note thatH0(x0) is the freeR-module of rank one
generated by[x0]. Choose a splitting
1 for short exact sequence in (7.2) to get

H1(F ∪ F+ ∪ c)�M ⊕H1(F )⊕H1(F+ ∪ c), (7.4)

whereM is the freeR-module of rank one generated by
1([x0]). Let� be a curve inF∪F+∪c representing

1([x0]).

Consider the sequence in (7.3). We note thatH0(�)=R/〈�(�)− 1〉. Since� is non-trivial, Im(H1(F ×
I ∪ �) → H0(x0)) is the freeR-module of rank one generated by(�(�) − 1)[x0]. Moreover,[�] �→
u(�(�) − 1)[x0] whereu is a unit of R under the boundary homomorphism. We choose the splitting

2 : u(�(�)− 1)[x0] �→ [�] to get

H1(F × I ∪ �)�N ⊕H1(F × I )⊕H1(�), (7.5)

whereN is the freeR-module of rank one generated by[�].
Using the isomorphisms in (7.4) and (7.5), we can rewrite (7.1) as

M ⊕H1(F )⊕H1(F+ ∪ c)→ N ⊕H1(F × I )⊕H1(�)⊕H1(Y )→ H1(X)→
H0(F ∪ F+ ∪ c)→ .

We use Lemma 7.3 to get an exact sequence without theM andN terms as in the case when�1(F )= 1.
To complete the proof of the proposition, we use the same argument as in the case when�1(F )= 1. �

Lemma7.3. Let M and N be free right R-modules of rank one generated by m and n, respectively. Suppose

M ⊕ A
f→N ⊕ B

g→C
h′→D is an exact sequence of right R-modules withf (rm, a)= (rn, f2(rm, a))

for somef2 : M ⊕ A → B. Let � : 0 ⊕ B → B be the isomorphism defined by(0, b) �→ b. Then

A
f ′→B

g′→C
h′→D is an exact sequence of right R-modules wheref ′ and g′ are defined byf ′(a) =

�(f (0, a)) andg′(b)= (g(0, b)).

Proof. The proof is straightforward hence omitted.�

Now we consider the presentation ofH1(X;Kn[t±1]) whereKn is the skew field of fractions ofZ�′n as
defined before. LetF andYbe as defined above. Since�1(F, x0) and�1(Y, x0) are contained in the kernel
of �, we can consider the homology ofF andY with coefficients inZ�′ andKn. SinceF andY are finite
CW-complexes,H1(F ;Kn) andH1(Y ;Kn) are finitely generated free modules hence are isomorphic to
Kl
n andKm

n , respectively. Thus theKn-module homomorphismsi± : H1(F ;Kn) → H1(Y ;Kn) can be
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represented byl × m matricesV± with coefficients inK. We will show that the higher-order module
corresponding to� is presented byV+ − V−t .

Proposition 7.4. Im(j∗) is finitely presented asKn[t±1]l P→Kn[t±1]m j∗� Im(j∗) whereP = V+ − V−t .
Moreover, if �|�1(F j ) is non-trivial for each componentFj of F thenĀ

�
n(X) is finitely presented as

Kn[t±1]l P→Kn[t±1]m j∗� Ā
�
n(X).

Proof. Let � = �n(�) be as in Proposition 7.1. We note that�(�) = t . Choose the splitting
 : t �→ �.
Since�1(F, x0) ⊂ �′n we have

C∗(F�n)⊗Z�nKn[t±1]�(C∗(F�′n)⊗Z�′nKn)⊗KnKn[t±1].
Moreover,Kn[t±1] is a direct sum of freeKn-modules(Kn[t±1]�⊕∞i=−∞Kn). ThereforeKn[t±1] is a
flat left Kn-module. Thus

H1(F ;Kn[t±1])�H1(F ;Kn)⊗KnKn[t±1]
� Kl

n⊗KnKn[t±1]
� Kn[t±1]l .

Similarly, we haveH1(F ;Kn[t±1])�Kn[t±1]m. The first result follows from Proposition 7.1. If�|�1(F j )

is non-trivial for all j thenH0(F ∪ F+ ∪ c;Kn[t±1])= 0 so Im(j∗)= Ā
�
n(X). �

We use the following lemma to show that it suffices to use the presentation matrixV+ − V−t when
computingA�

n(X).

Lemma 7.5. SupposeB
g→C

h→D is an exact sequence of right R-modules where D is R-torsion free
and R is an Ore domain thenTRC = TR Im(g).

Proof. Since Im(g) ⊆ C, it is easy to verifyT Im(g) ⊆ TC. Let c ∈ TC then there exists a non-zero
r ∈ R such thatcr = 0. This says thath(c)r = h(cr)= 0 so thath(c) is R-torsion inD henceh(c)= 0.
By exactness atC we see thatc ∈ Im(g) andcr = 0 soTC⊆ T Im(g). �

Proposition 7.6.A�
n(X) is isomorphic to theKn[t±1]-torsion submodule ofcok(V+ − V−t).

Proof. Recall thatA�
n(X)�TKn[t±1]Ā

�
n(X). The result follows immediately from Lemma 7.5 and Propo-

sition 7.4. �

8. Examples

In this section we will computern, �n, and�̄n for some well known 3-manifolds and relate their values
to those given by the Thurston norm. In each of the examples we denote the fundamental group ofX
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Fig. 2. Each component ofL has minimal ropelength at least 2�(1+√3).

by G. Of particular importance will be the 3-manifolds which fiber overS1 and those which are Seifert
fibered. We start with the standard examples.

Example 8.1. 3-torus.

Let X = S1 × S1 × S1 thenG(1)
r = {1} hencern(X) = �n(�) = 0 for all � andn�0. Note that since

H2(X;Z) is generated by tori, the Thurston norm is zero for all� ∈ H 1(X, ;Z). More generally, ifG is
any finitely generated abelian group (with�1(G)�1) thenG(n)

r = T whereT is the torsion subgroup of
G. Hencern(X)= �n(�)= 0.

Example 8.2.X = m

#
i=1

S2× S1.

LetX=#mi=1S
2×S1 form�1 thenG=Fm, the free group onmgenerators. SinceH2(X;Z) is generated

by spheres‖�‖T =0 for all�. Moreover, every class inH2(X;Z) can be represented by a disjoint union of
embedded spheres. Hence there exists a surfaceF dual to� such thatH1(F ;Kn[t±1])=0. By Proposition
7.6 we haveA�

n(X)= T cok(0). Therefore�n(�)= 0 for all � andn�0.
Sincern only depends on the groupG we can assume thatX is a wedge ofm circles. By Remark

4.4, 1− m = �(X) =∑1
i=0 rkKnHi(X;Kn). Since�n is a non-trivial homomorphism, by Lemma 5.7,

H0(X;Kn)= 0. Thereforern(X)=m− 1.
There is a large class of 3-manifolds for whichr0(X)�1. Recall that aboundary linkis a link L in

S3 such that the components admit mutually disjoint Seifert surfaces. It is easy to see that each of these
surfaces lifts to the universal abelian cover ofX = S3 − L. By Proposition 10.6,r0(X)�1. Hence the
Alexander norm forX is always trivial. It is often true that the refined Alexander norm,�0, is non-trivial.
We compute an example below where this is the case.

Let L be the link pictured inFig. 2. LetF be a Seifert surface of one of the components ofL as in figure
representing the minimal�_ and� be dual toF. We will show in Example 8.3 that�0(�)= 4. Moreover,
each component bounds a once punctured genus two surface hence‖�‖T �3. Hence by Corollary 10.4,
we get

�0�‖�‖T + 1.
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We conclude that‖�‖T = 3. Hence, even forn= 0, �n gives a sharper bound for the Thurston norm that
the Alexander norm. This also shows that the minimal ropelength of each of the components ofL is at
least 2�(1+√3). For more information on the ropelength of knots and links, see[2].

Example 8.3. Let L be the link inFig. 2andX=S3−L. We use the techniques of Section 6 to compute
�0(�). Using a Wirtinger presentation, we presentG= �1(X) as

〈a, b, c, d, e, f, g, h, i, j, k, l|bg−1ic−1i−1g, cj−1la−1l−1j, fe−1hg−1h−1e,

ih−1kj−1k−1h, lk−1ed−1e−1k,da−1e−1a,ebf−1b−1,

gb−1h−1b, hci−1c−1, jc−1k−1c, kal−1a−1〉.
Using Fox’s Free Calculus we obtain a presentation matrixM for H1(X0, x̃0) (see below). Here,x is the
abelianization ofa andy is the abelianization ofd. Since we used a Wirtinger presentation forG, x andy
represent the meridians ofL.

0 −y 0 0 0 1− y 0 0 0 0 y − 1
y 0 0 0 0 0 y − 1 1− y 0 0 0
−y y 0 0 0 0 0 0 y − 1 1− y 0
0 0 0 0 −y x 0 0 0 0 0
0 0 1− y 0 y − 1 −1 1 0 0 0 0
0 0 y 0 0 0 −x 0 0 0 0

1− x 0 −y 0 0 0 0 x 0 0 0
0 0 y − 1 1− y 0 0 0 −1 1 0 0

x − 1 0 0 y 0 0 0 0 −x 0 0
0 1− x 0 −y 0 0 0 0 0 x 0
0 0 0 y − 1 1− y 0 0 0 0 −1 1
0 x − 1 0 0 y 0 0 0 0 0 −x



.

This is equivalent (using the moves in Lemma 9.2) to the matrix
1− x − y 0 0 0

0 1− x − y 0 0
0 0 xy− x − y 0
0 0 0 xy− x − y

0 0 0 0
0 0 0 0

 .

Hencer0(X)= 1 and

A0(X)= Z[x±1, y±1]
〈1− x − y〉 ⊕

Z[x±1, y±1]
〈1− x − y〉 ⊕

Z[x±1, y±1]
〈xy− x − y〉 ⊕

Z[x±1, y±1]
〈xy− x − y〉 .

Let � be dual to a Seifert surface for one of the components ofL. Then� maps one of the generators of
H1(X) to t and the other to 1. The link is symmetric so either choice will suffice. Sayx �→ t andy �→ 1.
Choose the splittingt �→ x. Each of the polynomials in the latter matrix has degree 1 inK0[t±1] since
1− x − y �→ (1− y)+ t andxy− x − y �→ t (y − 1)− y. Therefore�0(�)= 4 as desired. In fact, if�
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mapsx �→ tm andy �→ tn then

�0(�)= deg(t2n + t3m+n + t2m+2n + t2m+n + tm+2∗n + tm+n + t2m + t3m + t3n + t4m

+ t4n + t3m+2n + t2m+3n + tm+3n + t4m+2n + t4m+n + t3m+3n + t4n+2m + t4n+m),

whereas̄�0(�)= 0.

Although the invariants are defined algebraically, they respect much of the topology of the 3-manifold.
We begin by considering those 3-manifolds which fiber overS1. In this case the higher-order invariants
behave in a very special manner.

Proposition 8.4. If X is a compact, orientable3-manifold that fibers overS1 then

rn(X)= 0.

Let� be dual to a fibered surface. Ifn=0,�1(X)=1,X�S1×S2 andX�S1×D2 then�n(�)=‖�‖T +
1+ �3(X). Otherwise,

�n(�)= ‖�‖T .

Proof. ConsiderX → S1 with fiber surfaceF and� be the element ofH 1(X;Z) which is dual toF.
The�n-cover ofX factors through the infinite cyclic cover corresponding to� with total spaceF × R.
HenceXn is homeomorphic toFn × R whereFn is a regular cover ofF. It follows thatH∗(X;Kn[t±1])
is isomorphic toH∗(F ;Kn) as aKn-module. In particular,�n(�) = rkKnH1(F ;Kn). Moreover, since
H1(F ;Kn) is a finitely generatedKn-module,rn(X) = 0 for all n. That is,H1(X;Kn[t±1]) is a torsion
module for alln�0.

We restrict to the case thatn=0 and�1(X)=1.We note thatF0=F andK0=Q so that rkK0H1(F ;K0)�
�1(F ). Thus�0(�)= �1(F )=−�(F )+ 1+ �3(X). As long asX�S1 × S2 andX�S1 ×D2 the Euler
characteristic ofF is non-positive hence‖�‖T =−�(F ). Therefore�0(�)= ‖�‖T + 1+ �3(X).

Note that if the Euler characteristic ofF is ever positive then�1(F )= 1. Thus we haveH1(F ;Kn)= 0
for all n�0. Therefore both�n(�) and‖�‖ are zero and hence equal for alln�0.

Otherwise,Fn factors through a non-trivial free abelian cover ofF. By Lemma 5.7,H0(F ;Kn) = 0.
SinceFn is non-compact,H2(F ;Kn)= 0. It follows that�n(�)= rkKnH1(F ;Kn)=−�(F ). Moreover,
F has non-positive Euler characteristic so−�(F )= ‖�‖T . �

As with the first two examples in this section, there is a large class of 3-manifolds which have vanishing
(unrefined) higher-order degrees. This is the class of Seifert fibered manifolds that do not fiber overS1.
We remark that the condition thatX not fiber overS1 is necessary by the previous proposition. Some good
references on Seifert fibered manifolds are[15, Chapter 2, 16, Chapter 12, 19, Chapter VI].

Proposition 8.5. Let X be a compact, orientable Seifert fibered manifold that does not fiber overS1.
If �1(X)�2 or n�1 then

�̄n(�)= 0

for all � ∈ H 1(X;Z).
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Proof. This is most easily proven using Theorem 10.1 and some well known results about Seifert fibered
3-manifolds. By Theorem VI.34 of[19], we see that any two-sided incompressible surface inX must
be a disc, annulus, or a torus. Therefore the Thurston norm ofX is trivial. Theorem 10.1 implies that
�̄n(�)�‖�‖T = 0 whenever�1(X) or n�1. �

We end this section by showing that under the connected sum of 3-manifolds, the degrees are additive
and the ranks plus 1 are additive. The following is not at all obvious because the fundamental groups of
the spaces involved are completely different!

Proposition 8.6. SupposeX =X1#X2, �1(Xi)�1 and� ∈ H 1(X;Z). Then

rn(X)= rn(X1)+ rn(X2)+ 1

and

�n(�)= �n(�1)+ �n(�2)

where�= �1⊕ �2.

Proof. We begin by showing thatrn(X)= rn(X1)+ rn(X2)+ 1. Consider the following Mayer–Vietoris
sequence ofR-modules for any ringRwith Z�n ⊆ R ⊆Kn. By �n we mean the quotient ofG= �1(X)

by the(n+ 1)st term of the rational derived series ofG.

0→ H1(X1;R)⊕H1(X2;R) �→H1(X;R) �1→H0(S
2;R)→ (8.1)

We note thatH0(S
2;R)�R sinceS2 is simply connected. Forj = 1,2 let ij : Gj → G be the inclusion

map, prj : G→ Gj be the projection onto thej th factor, and�j
n= (Gj )/(Gj )

(n+1)
r whereGj =�1(Xj ).

SinceG=G1∗G2, prj ◦ ij = idGj
. Hence the induced maps�j

n

īj→�n

prj→�j
n are also the identity making

īj a monomorphism. Thus the�j
n cover ofXj ,Xjn, can be constructed as the regular cover corresponding

to the map�n ◦ ij : Gj�Im(�n ◦ ij ). We extend̄ij to a ring monomorphism̄ij : Z�j
n → Z�n.

The mapGj → G/G
(n+1)
r is the zero map if and only ifGj/(Gj )

(n+1)
r = 0. We assumed�1(Xj )>0

henceGj/(Gj )
(n+1)
r �= 0. By Lemma 5.7,H0(Xj ;Kn)= 0. ReplacingRby Kn in (8.1) we have

rn(X)= rkKnH1(X1;Kn)+ rkKnH1(X2;Kn)+ 1.

We will show that rkKnH1(X1;Kn)= rk
K

j
n
H1(X1;Kj

n) hence

rn(X)= rn(X1)+ rn(X2)+ 1.

Let X̃jn be the cover ofXj corresponding toGj → �n. ThenX′jn is a disjoint union of�n/�
j
n copies

ofXjn. The extension ofprj to a ring homomorphismprj : Z�n → Z�j
n givesZ�j

n the structure as aZ�n-

bimodule. Moreover, sinceprj ◦ īj = id
�j
n
, ·⊗

Z�j
n
(Z�n⊗Z�nZ�j

n) acts trivially on any rightZ�j
n-module.
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Therefore

C∗(X̃jn)⊗Z�nZ�j
n�(C∗(Xjn)⊗Z�j

n
Z�n)⊗Z�nZ�j

n

�C∗(Xjn)⊗Z�j
n
(Z�n⊗Z�nZ�j

n)

�C∗(Xjn). (8.2)

īj : Z�j
n → Z�n is a monomorphism, hence we can extendīj to the right ring of quotients ofZ�j

n and

Z�n, īj : Kj
n →Kn. ThereforeKn is a flat leftKj

n-module by the following lemma.

Lemma 8.7. Suppose that R is a right and left principal ideal domain, S has no zero divisors, and
f : R ↪→ S is a ring monomorphism. Then S is a flat left R-module.

Proof. Let s ∈ S andr ∈ R with s �= 0. Suppose thatf (r)s = 0. Shas no zero-divisors hencef (r)= 0.
Moreover,f is a monomorphism sor = 0. ThereforeS is R-torsion-free. SinceR is a PID, every finitely
generated torsion-freeR-module is free hence flat. Every module is the direct limit of its finitely generated
submodules. HenceS is the direct limit of flat modules. Thus, by[31, Proposition 10.3], S is flat. �

We apply−⊗
Z�j

n
Kn to (8.2) to get

C∗(X̃jn)⊗Z�nKn�C∗(Xjn)⊗Z�j
n
Kn.

SinceC∗(Xjn)⊗Z�j
n
Kn�C∗(Xjn)⊗Z�j

n
K

j
n⊗K

j
n
Kn andKn is a flat leftKj

n-module,

H∗(C∗(X̃jn)⊗Z�nKn)�H∗(C∗(Xjn)⊗Z�j
n
K

j
n)⊗K

j
n
Kn.

Thus rk
K

j
n
H1(X1;Kj

n)= rkKnH1(X1;Kn) as desired.
Now we show that

TRH1(X;R)�TRH1(X1;R)⊕ TRH1(X2;R). (8.3)

First we note thatT (H1(X1;R)⊕H1(X2;R))�TH1(X1;R)⊕TH1(X2;R). Consider the restriction of
� in (8.1) to the torsion submodule ofH1(X1;R)⊕H1(X2;R),

�T : T (H1(X1;R)⊕H1(X2;R))→ TH1(X;R).
We show that�T is an isomorphism. It is immediate that�T is a monomorphism since� is a monomorphism.
To show that�T is surjective, letx ∈ TH1(X;R) and 0 �= r ∈ R with xr = 0. SinceH0(S

2;R) is R-
torsion free,�1(x)= 0 hence there existsy ∈ H1(X1;R)⊕H1(X2;R) such that�T (y)= x. Moreover,
�T (yr)= �T (y)r=xr=0. Since�T is a monomorphismyr=0. Hencey ∈ T (H1(X1;R)⊕H1(X2;R)).

SinceH 1(X;Z)�H 1(X1;Z) ⊕ H 1(X2;Z), � can be uniquely written as�1 ⊕ �2 where�j ∈
H 1(Xj ;Z). Note that�j need not be a primitive class inH 1(X). For eachj, letdj be the largest divisor of
�j . Hence, there exist�′j primitive with dj�

′
j = �. Recall that ker�′j = ker �j and�n(�j )= dj�n(�

′
j ).

SubstituteR = Z�n(Z ker �)−1 into (8.3). Then

�n(�)= rkKnTH1(X1;Z�n(Z ker �)−1)⊕ rkKnTH1(X2;Z�n(Z ker �)−1),
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whereKn = Z ker �(Z ker � − {0})−1 is the right ring of quotients ofZ ker �. Recall that ifS is a
right divisor set thenRS−1 exists and is the ring obtained by inverting all of the elements inS. Let
Rn = Z�n(Z ker �− {0})−1, Rj

n = Z�j
n(Z ker �′j − {0})−1, andK

j
n = Z ker �′j (Z ker �′j − {0})−1. To

complete the proof we must show that

rkKnTRnH1(Xj ;Rn)�rk
K
j
n
T
R
j
n
H1(X1;Rj

n).

Since�= �j ◦ īj , īj (ker �j ) ⊂ ker �, we can extend̄ij to īj : Rj
n → Rn. By Lemma 8.7,Rn is a flat

left Rj
n-module. Therefore

H∗(C∗(X̃jn)⊗Z�nRn)�H∗(C∗(Xjn)⊗Z�j
n
R
j
n)⊗R

j
n
Rn. (8.4)

LetM=H1(Xj ;Rj
n) thenM�(R

j
n)

m⊕T
R
j
n
M sinceM is finitely generated andRj

n is a principal ideal
domain. It is straightforward to show that

TRn(M⊗R
j
n
Rn)�T

R
j
n
M⊗

R
j
n
Rn.

Moreover,T
R
j
n
M� R

j
n〈r1〉 ⊕ · · · ⊕

R
j
n〈rk〉 so it suffices to show that rkKn

Rn

〈īj (r)〉 = dj rk
K
j
n

R
j
n〈r〉 for any non-zero

r ∈ R
j
n. Note that this would imply

rkKn(TRj
n
M⊗

R
j
n
Rn)= rkKn

(
Rn

〈īj (r1)〉
⊕ · · · ⊕ Rn

〈īj (rk)〉

)
= rkKn

Rn

〈īj (r1)〉
+ · · · + rkKn

Rn

〈īj (rk)〉
= dj rk

K
j
n

R
j
n

〈r1〉 + · · · + dj rk
K
j
n

R
j
n

〈rk〉 .

Let T ∈ �j
n such that�j (T )= tdj . We can write any element in�j

n asT m� where� ∈ ker �j . Hence
r can be written as a non-constant (Laurent) polynomial inT with coefficients inKj . We can assume that
r = a0+ T a1+ · · · + T qaq with a0 �= 0.

Since� is surjective, there is anS ∈ �n such that�(S) = t . We can write any element in�n asSpf
wheref ∈ ker �. In particular, any element of�n that mapstdj under� can be written asSdj f . Since

�(īj (T ))= �(T )= tdj , īj (T )= Sdj f for somef ∈ ker �n. Hence

īj (r)= īj (a0)+ īj (T )īj (a1)+ · · · + īj (T )
q īj (aq)

= īj (a0)+ Sdj f īj (a1)+ · · · + (Sdj f )
q īj (aq)

= īj (a0)+ Sdj g1īj (a1)+ · · · + Sdj qgkīj (aq)

for somegi ∈ ker �n. We note that̄ij (ai) ∈ ker �n which gives us our desired result. This completes the
proof that�n(�)= �n(�1)+ �n(�2). �
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An immediate consequence is thatrn(X)�1 whenever the hypotheses in Proposition 8.6 are satisfied. In
particular, we havē�n(�)=0 for all� ∈ H 1(X;Z).We note that if�1(X1)=0 thenH 1(X2;Z)�H 1(X;Z)

is an isomorphism,�X2
n (�)= �Xn (�) andrn(X)= rn(X2) (similarly if �1(X2)= 0).

Corollary 8.8. Let X be a compact, orientable3-manifold withrk(X)= 0 for somek�0. Suppose that

G=�1(X) does not satisfy bothG
G
(1)
r

�Z andG
(1)
r

G
(2)
r

=0.Then there exists an irreducible3-manifoldY with

H = �1(Y ) such that

G

G
(n+1)
r

= H

H
(n+1)
r

for all n�0.

Proof. We assume that�1(X)�1. We can factorXasX=X1# · · ·#Xl where eachXi is prime[16]. Since
rk(X) = 0, there is exactly onei such that�1(Xi) �= 0 by Proposition 8.6. LetY be the aforementioned
factor andH = �1(Y ). It is easy to verify that G

G
(n+1)
r

= H

H
(n+1)
r

. Moreover, the hypothesis onG guarantees

thatY �= S2× S1. ThereforeY is irreducible. �

9. Rank of torsion modules over skew polynomial rings

In this section we will show that the rank of a (torsion) module presented by anm×m matrix of the
form A + tB (whereA,B have coefficients inK) has rank at mostm as aK vector space. This is well
known whenK is a commutative field. In this case the rank ofM overK is the degree of the determinant
of A+ tB which is a polynomial with degree less than or equal tom. We will use this result in the proof
that the higher-order degrees give lower bounds for the Thurston norm in the next section. For a first read,
the reader may wish to only read the statements in Proposition 9.1 and Lemma 9.2 before proceeding to
the next section.

Let M be a rightK[t±1]-module with presentation matrix of the formA+ tB whereA andB arel ×m

matrices with coefficients inK, l is the number of generators ofM andK is a (skew) field. We denote by
TM theK[t±1]-torsion submodule ofM. Using the embeddingK → K[t±1] by k �→ k · 1 we consider
TM as a module overK.

Proposition 9.1. If M is a right K[t±1]-module with presentation matrix of the formA+ tB where A and
B arel ×m matrices with coefficients inK andK is a division ring then

rkKTM� min{l, m}. (9.1)

We begin by stating when two presentation matrices of a finitely presented rightR-moduleH are
equivalent.

Lemma 9.2. [37, pp. 117–120]. Two presentation matrices of H are related by a finite sequence of the
following operations.

(1) Interchange two rows or two columns.
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(2) Multiply a row (on left) or column(on right) by a unit of R.
(3) Add to any row a R-linear combination of other rows(multiplying a row by unit of R on left) or to

any column a R-linear combination of other columns(multiplying a column by a unit of R on right).
(4) P → (P ∗), where∗ is a R-linear combination of columns of P.

(5) P →
(
P
0

∗
0

)
, where∗ is an arbitrary column.

We will find the following lemmas useful in the proof of Proposition 9.1.

Lemma 9.3. A presentation matrix of the form
(
A1+tIs
A3

A2
A4

)
l×m whereAi has entries inK (a non-

commutative division ring) is related (in the sense of Lemma9.2) to a matrix of the form(
A′1+tIs
A′3

A′2
0

)
(l−r)×(m−r)

for somer�0.

Proof. SinceA4 is a matrix overK [20, Corollary to Theorem 16, p. 43]there areC andD such that

CA4D =
(

0 0
0 Ir

)
.

Here,C andD are units in the rings ofl × l andm× m matrices with entries inK, respectively. Hence
we can get the new presentation matrix(

I 0
0 C

)(
A1+ tIs A2

A3 A4

)(
0 I

D 0

)
=
(
A1+ tIs A2D

CA3 CA4D

)
=
(
A1+ tIs A2D

CA3
0 0
0 Ir

)
.

Now we can make the lastr rows of the matrix of the form(0 Ir) by adding(column(m−(l−i))) ·(−ai,j )
to columnj for each non-zero entryai,j in the lastr rows ofCA3. In general this will changeA1+ tIs to
A′1+ tIs for someA′1 whose entries lie inK. Using operation 5, we delete the lastr rows and columns to
obtain our desired result.�

Lemma 9.4. If A3 �= 0 then the presentation matrix
(
A1+tIs
A3

A2
0

)
of sizel × m is related to one of the

form
(
A′1+tIs−1

A′3
A′2
0

)
of size(l − r)× (m− r) wherer�1.

Proof. Let

A=
(
A1 A2
A3 0

)
andak,i be the(k, i) entry ofA. By permuting rows inA3 we can assume that the last row has a non-
zero element. Suppose that the first non-zero element in this row occurs in theith column. We can
assume that this element is 1. Now ifal,j is any other non-zero entry in the last row(i < j�s) we add
(columni) · (−al,j ) to (columnj) to get a presentation with a zero in columnj of the last row. However,
this changes the(i, j) the entry of our matrix to(ai,j −ai,ial,j )− tal,j which does not lie inK. To remedy
this, we add(tal,j t−1) · ( rowj) to (row i). Performing these two steps for all non-zeroal,j gives us a
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matrix whose last row is of the form(0, . . . ,0,1,0, . . . ,0). By cyclically permuting columnsi through
m (so that theith column becomes themth column) and using the operation of type 5 in Lemma 9.2, we
see that this matrix is related to the matrix obtained by deleting columni and rowl. We note that all the
entries in rowi lie in K. For the final step we cyclically permute rowsi throughs (so that theith row
becomes thesth row) and use Lemma 9.3 to get our desired result.�

Proof of Proposition 9.1. LetP =A+ tB be a presentation matrix ofM. As in the proof of Lemma 9.3
there areCl×l andDm×m (units in the rings of matrices overK) such that

CBD=
(
Is 0
0 0

)
,

wheres� min{l, m}. Now if Ct ≡ tCt−1 we have

CtPD= Ct(A+ tB)D = CtAD+ tCBD.

HenceM has a presentation matrix of the form

A+ t

(
Is 0
0 0

)
l×m

=


a1,1+ t · · · a1,s

...
. . .

... ∗
as,1 · · · as,s + t

∗ ∗

 , (9.2)

where byA is nowCtAD, a matrix with entries inK. We can now use Lemma 9.3 and Lemma 9.4 to get
a new presentation matrix(

A′1+ tIs′ A′2
0 0

)
,

wheres′�s. It follows thatTM has a presentation matrix

(A′1+ tIs′ A
′
2), (9.3)

whereA′i are matrices inK. Let �i (1�i�s′) be the generators ofTM corresponding to (9.3). We show
that these generateTM as aK-module. Letai,j be the(i, j) the entry ofA′1 then we have the relations
�1a1,j + · · · + �j (aj,j + t)+ · · · + �s′as′,j = 0 for j�s′. Hence�i t =−∑ �kak,i is in the span of{�i}.
We prove by induction onn that�i tn is in the span of{�i}. Suppose�i tn=∑ �kbk,i wherebk,i ∈ K then

�i t
n+1=

(∑
k

�kbk,i

)
t

=
∑
k

�kt (t
−1bk,i t)

=
∑
k

(∑
l

�lbl,k

)
(t−1bk,i t)

=
∑
l

�l

(∑
k

bl,k(t
−1bk,i t)

)
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for all i�s′. Therefore any element
∑

�ipi(t)with pi(t) ∈ K[t±1] can be written as a linear combination
of �i with coefficients inK. It follows that rkKTM�s′�s� min{l, m}. �

10. Relationships of�n and �̄n to the Thurston norm

In this section, we will prove one of the main theorems of this paper. We show that the higher-order
degrees of a 3-manifold give lower bounds for the Thurston norm. The result whenX is a knot complement
appears in[3] although it uses some of our work.

Theorem 10.1.Let X be a compact, orientable3-manifold(whose boundary if any is a union of tori).
For all � ∈ H 1(X;Z) andn�0

�̄n(�)�‖�‖T
except for the case when�1(X) = 1, n = 0, andX�S1 × D2. In this case, �̄0(�)�‖�‖T + 1+ �3(X)

whenever� is a generator ofH 1(X;Z)�Z. Moreover, equality holds in all cases when� : �1(X)�Z

can be represented by a fibrationX→ S1.

The proof of this theorem will follow almost directly from Propositions 7.4 and 9.1. However, because
of some technical details we postpone the proof until after Corollary 10.7. We will begin the section
by proving a more generalized (but less applicable) version of Theorem 10.1. We first introduce some
notation.

Let X be a 3-manifold,� ∈ H 1(X;Z), G = �1(X), �n =G/G
(n+1)
r . Recall that ifF is an embedded

surface dual to�, we can consider the homology ofF with coefficients inKn, whereKn is the field of
fractions ofZ�′n. Define the higher-order Betti numbers ofF to be

bni (F )= rkKnHi(F ;Kn).

By Remark 4.4 we see that the Euler characteristic ofF can be computed usingbni ,

�(F )=
∑

(−1)ibni (F ) (10.1)

for anyn�0.
Now we consider the collection of Thurston norm minimizing surfaces dual to�,F�. It is very possible

that a surface inF� is highly disconnected. One could ask, “What is the minimal number of components of
a surface inF�?” For our purposes, it will turn out to be important to compute the number of components
of surface inF� that lift to thenth order cover ofX. To be precise we make the following definitions.

LetF =∐F i be a (possibly disconnected) surface. We defineNn(F ) to be the number of components
of F with i∗(�1(F

i)) ⊆ G
(n+1)
r andNc

n(F ) to be the number of closed components ofF with i∗(�1(F
i)) ⊆

G
(n+1)
r . Finally, we define

Nn(�)= min
F∈F�

{Nn(F )+Nc
n(F )}.
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Theorem 10.2.Let X be a compact, orientable 3-manifold (possibly with boundary). For all � ∈
H 1(X;Z) andn�0

�n(�)�‖�‖T +Nn(�).

Proof. LetF be aThurston norm minimizing surface dual to� that minimizesNn(F )+Nc
n(F ).We remark

that a connected surface hasbn0(F )= 0 if and only if the coefficient system� ◦ i∗ : �1(F )→ G/G
(n)
r is

non-trivial by Lemma 5.7. ThereforeNn(F )= bn0(F ). Similarly, we haveNc
n(F )= bn2(F ). By (10.1),

bn1(F )= − �(F )+Nn(F )+Nc
n(F )

�‖�‖T +Nn(�).

To complete the proof, we show that�n(�)�bn1(F ). By Proposition 7.6,A�
n(X) has a presentation

matrix of the formA+ tB of size(bn1(F )×m) wherem= rkKnH1(Y ;Kn). Thus, by Proposition 9.1 we
have

�n(�)= rkKnA
�
n(X)� min{bn1(F ),m}�bn1(F ). �

We note that the termNn(�) is an invariant of the pair(X,�). However, in a general,Nn(�) may be
difficult to compute. Fortunately, in some cases, we may be able bound this term by a constant.

Suppose that we are interested in the genera of knots or links. More generally, suppose we are only
interested in the connected surfaces embedded in a 3-manifold. Then it is reasonable to measure the
complexity of the surface by its first Betti number. Using the proof of Theorem 10.2, we can find a lower
bound for the first Betti number ofF that has no “extra term”.

Corollary 10.3. If F is any surface dual to� then�n(�)��1(F ).

Proof. SinceNn(F )��0(F ) andNc
n(F )��2(F ),

bn1(F )= − �(F )+Nn(F )+Nc
n(F )

= �1(F )+ (Nn(F )− �0(F ))+ (Nc
n(F )− �2(F ))

��1(F ).

Therefore,�n(�)�bn1(F )��1(F ). �

We consider the case whenX is the complement of a linkL in S3. If L hasm components then
H1(X;Z)�Zm generated by themmeridians�i . Let�i be defined by�i(�j )= t�ij . That is,�i is dual to
any surface that algebraically intersects theith meridian once and thej th meridian zero times forj �= i.
We will show that a Thurston norm minimizing surface dual to�i can be chosen to be connected and
hence we can bound the termNn(�i) by 1.

Corollary 10.4. LetX = S3− L and�i be as defined above. Then

�n(�i)�‖�i‖T + 1

for all n�0.
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Proof. We show that for alli ∈ {1, . . . , m} there exists a Thurston minimizing surfaceFi which is
connected and has non-trivial boundary. HenceNn(�i)�1 andNc

n(�i) = 0. The result follows from
Theorem 10.2.

Let F =∐Fj be a Thurston norm minimizing surface dual to�i . Let {�k} be the set of boundary
components ofF. Suppose that�k and�l are parallel and have opposite orientation. Then we can glue
an annulus along�k and�l to get a new surface whose relative homology class and�_ are unchanged.
Altering our surface in this way, we can assume that there is exactly onek0 such that�k0 · �i = 1 and
�k ·�j =0 for all k wheneverj �= i. Secondly, we can assume that all the components ofF have boundary
since every closed surface is zero inH2(X, �X;Z). Now, letFi be the connected component ofF having
�k0 as one of its boundary components. ThenFi represents the same relative homology class asF and
�_(Fi)��_(F ). ThusFi is a Thurston norm minimizing surface dual to� which is connected and has
non-trivial boundary. �

Theropelengthof a link is the quotient of its length by it’s thickness. In[2, Corollary 22], Cantarella
et al. show that theminimal ropelengthR(Li) of the ith component of a linkL = ∐

Li is bounded
from below by 2�(1+√‖�i‖T ). Hence the higher-order degrees give computable lower bounds for the
ropelength of knots and links.

Corollary 10.5. LetX = S3− L and�i be as defined above. For eachn�0,

R(Li)�2�(1+√�n(�i)− 1).

Moreover, if �1(X)�2 or n�1 (or both) then

R(Li)�2�(1+
√

�̄n(�i)).

Proof. The first (respectively second) statement follows from the bound given in Corollary 22[2] and
Corollary 10.4 (respectively Theorem 10.1).�

Although it seems that the second statement in the Corollary is “stronger”, in practice the first statement
is often more useful. That is,�̄n = 0 whenever the rank is positive hence gives no new information. We
exemplify this phenomena in Example 8.3.

We would like to determine conditions that will guarantee that a surface will not lift to thenth-order
cover ofX. We show that if�1(X)�2 thenrn(X)= 0 guarantees that no homologically essential surface
can lift to thenth-order cover ofX. In particular, ifr0(X)=0 theni∗�1(F )�G

(1)
r so thati∗�1(F )�G

(n+1)
r

for all n�0. If �1(X)=1 a surface representing the generator ofH2(X, �X;Z) can only lift if the rational
derived series stabilizes at the first step, i.e.G

(1)
r =G

(2)
r = · · · =G

(n+1)
r .

Proposition 10.6. If there exists a compact, connected, orientable, two-sided properly embedded surface
F ⊆ X with �1(X)�2 such that0 �= [F ] ∈ H2(X, �X;Z) andi∗�1(F ) ⊆ G

(n+1)
r thenrn(X)�1.

Proof. LetY=X\(F × I ), since[F ] �= 0F does not separateX. HenceYis connected. Let� be a oriented
simple closed curve that intersectsF exactly once, thenG = �1(X) = 〈�1(Y ), �| relations from�1(F )〉.
If �1(Y ) ⊆ G

(1)
r thenG/G

(1)
r = 〈�〉 which contradicts�1(X)�2. This implies that�1(Y )�G

(1)
r hence
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�1(Y )�G
(n+1)
r for all n�0. Now we consider the Mayer–Vietoris sequence

0→ Im(i∗ ⊕ j∗)→ H1(X;Kn)→ H0(F− 
 F+;Kn)→
H0(F × I ;Kn)⊕H0(Y ;Kn)→ H0(X;Kn)→ 0.

Since�1(Y )�G
(n+1)
r , �1(Y ) → G → �n is a non-trivial coefficient system. Therefore we haveH0

(Y ;Kn) = 0 andH0(X;Kn) = 0 by Lemma 5.7. We note that rkKnH0(F ;Kn) = 1 since�1(F ) ⊆
G

(n+1)
r . It follows that

rn(X)= rkKn H1(X;Kn)

= rkKn H0(F ;Kn)+ rkKn Im(i∗ ⊕ j∗)
�1. �

In particular, if there is a non-trivial surface that lifts to thenth cover thenrn(X)�1.

Corollary 10.7. If there exists a compact, connected, orientable, two-sided properly embedded surface
F ⊆ X with �1(X)�2 such that0 �= [F ] ∈ H2(X, �X;Z) andi∗�1(F ) ⊆ G

(n+1)
r then�̄n(�)= 0 for all

� ∈ H 1(X;Z).

Proof. rn(X)�1 implies that
_
�n(�)= 0 for all � ∈ H 1(X;Z). �

We now prove the main theorem of this section.

Proof of Theorem 10.1.We break the proof up into two cases.
Case1: LetX be a 3-manifold with�1(X)�2. LetF =∪Fi be a surface dual to� that is minimal with

respect to‖ · ‖T . We can assume that[Fi] �= 0 for all i. If any component ofF, sayFj lifts to thenth

rational derived cover ofX, i.e.�1(Fj ) ⊂ G
(n+1)
r then�̄n(�)=0 by Corollary 10.7. OtherwiseNn(�)=0

so by Theorem 10.2 we have�̄n(�)��n(�)�‖�‖T .
Case2: Let X be a 3-manifold with�1(X) = 1 and� be a generator ofH 1(X;Z). LetF = ∪Fi be a

surface dual to� that is minimal with respect to‖ · ‖T . Since�1(ker �)<∞ and the boundary (if any)
is a union of tori, we can assume thatF is a connected surface with�2(F ) = �3(X) [26, Proposition
6.1]. ThereforeN0(�)�1+ �3(X) so by Theorem 10.2 we have�̄0(�) = �0(�)�‖�‖T + 1+ �3(X).
Now supposen�1. If �1(F )�G

(2)
r (hence�1(F )�G

(n+1)
r ) thenNn(�) = 0 so the result follows from

Theorem 10.2. Otherwise, by Proposition 10.9,�̄n(�) = �n(�) = 0. We remark that if the higher-order
degrees ofS1× S2 andS1×D2 are zero.

The last sentence in the theorem follows from the calculations in Proposition 8.4. Note thatrn(X)= 0
for fibered 3-manifolds so that�̄n(�)= �n(�) for all n. �

To complete the proof of Theorem 10.1, we need prove Proposition 10.9 which states that if a homo-
logically essential surface dual to� lifts to thenth order cover thenA�

i (X) = 0 for i < n. This will be
our main objective for the rest of this section.

We begin by showing thatA�
n(X) is generated byH1(F ;Kn[t±1]). The idea behind the proof is simple.

If � �= 0 isKn[t±1]-torsion then there exists ap(t) ∈ K[t±1] such that�p(t)= 0. Moreover, sinceK is a
(skew) field, we can assume thatp(t)=1+ta1+· · ·+tmam wheream �= 0. Thus� and�ta1+· · ·+�tmam
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p-1 (F)n

� · ta1
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�1

�

Fig. 3.A�
n(X) is generated byH1(F ;Kn[t±1]).

cobound a surface,S in Xn (seeFig. 3). Since the power oft on each term of the latter sum is positive,
Smust intersect a lift of the surfaceF. Hence� is homologous to the intersection ofSwith the lift of F.
Note that inFig. 3, � is homologous to�1+ �2.

Lemma 10.8.A�
n(X) ⊆ Im(i∗) where

i∗ : H1(F ;Kn[t±1])→ H1(X;Kn[t±1]).

Proof. By Proposition 7.6,A�
n(X) ⊆ T Im(j∗) wherej∗ : H1(Y ;Kn[t±1]) j∗→H1(X;Kn[t±1]). We will

show thatT Im(j∗) ⊆ Im(i∗) which completes the proof.
Let �X ∈ T Im(j∗) with j∗(�Y )= �X. Since�X is Kn[t±1]-torsion, there existsp(t) ∈ Kn[t±1] such

that�Xp(t)= 0. We havej∗(�Yp(t))= j∗(�Y )p(t)= �Xp(t)= 0 so there exists�F ∈ H1(F ;Kn[t±1])
such that�(�F ) = �Yp(t). We can assume thatp(t) = 1+ tc1 + · · · + tmcm since�Xp(t) = 0 if and
only if �Xp(t)u = 0 for any unitu ∈ Kn[t±1]. Now H1(F ;Kn[t±1]) � H1(F ;Kn)⊗KnKn[t±1] and
H1(Y ;Kn[t±1]) � H1(Y ;Kn)⊗KnKn[t±1] so every element inH1(F ;Kn[t±1]) (resp.H1(Y ;Kn[t±1]))
has the form

∑∞
i=−∞ �i ⊗ t i(resp.

∑∞
i=−∞ �i ⊗ t i) such that�i ∈ H1(F ;Kn) (resp.�i ∈ H1(Y ;Kn))

and there are only finitely many non-zero�i (resp.�i). We write�F =∑∞
i=−∞ �i ⊗ t i and (as withp(t))

we may write�Y =∑k
i=0 �i ⊗ t i . Using this notation we now have

�Yp(t)=
k∑

i=0

(�i ⊗ t i)

m∑
j=0

tj cj

=
k+m∑
l=0

∑
i+j=l

(�i(cj )
t ⊗ t i+j )

=
k+m∑
l=0

 ∑
i+j=l

�i(cj )
t

⊗ t l
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and

�(�F )=
∞∑

i=−∞
�(�i ⊗ t i)

=
∞∑

i=−∞
(i−)∗(�i ⊗ t i)− (i+)∗(�i ⊗ t i)t

=
∞∑

i=−∞
(i−)∗(�i)⊗ t i − (i+)∗(�i)⊗ t i+1

=
∞∑

i=−∞
(i−)∗(�i)⊗ t i − (i+)∗(�i−1)⊗ t i

=
∞∑

i=−∞
((i−)∗(�i)− (i+)∗(�i−1))⊗ t i .

Recall that�(�F )=�Yp(t)which implies that
∑

i+j=l �i(cj )t=(i−)∗(�l)−(i+)∗(�l−1) for all 0� l�k+
m. In particularc0= 1 so whenl�k we can write�l as a combination of�i and(i−)∗(�l)+ (i+)∗(�l−1)

with i < l. That is,

�l ⊗ t l = (i−)∗(�l)− (i+)∗(�l−1)⊗ t l −
∑

i+j=l,i<l
�i(cj )

t ⊗ t l .

We will prove by induction thatj∗(�l ⊗ t l) ∈ Im(i∗) for each l implying that �X = j∗(�Y ) =
j∗(
∑

0� l�k �l ⊗ t l) ∈ Im(i∗) which completes the proof. We first note that

j∗((i−)∗(�l)+ (i+)∗(�l−1)⊗ t l)= j∗((i−)∗(�l ⊗ t l)+ (i+)∗(�l−1⊗ t l))

= i∗(�l ⊗ t l − �l−1⊗ t l)

= i∗(�l − �l−1⊗ t l).

It follows that�0⊗ 1= (i−)∗(�0)− (i+)∗(�−1)⊗ 1= i∗(�0− �−1⊗ 1) ∈ Im(i∗). Now we assume that
�i ⊗ t i = i∗(�p) for all i� l − 1 so that

j∗(�l ⊗ t l)= j∗((i−)∗(�l)− (i+)∗(�l−1)⊗ t l)−
∑

i+j=l,i<l
j∗(�i(cj )t ⊗ t l)

= i∗(�l − �l−1⊗ t l)−
∑

i+j=l,i<l
j∗(�i ⊗ t l)cj

= i∗(�l − �l−1⊗ t l)−
∑

i+j=l,i<l
i∗(�i)cj

∈ Im(i∗). �

We can use this to show that if� is dual to a union of surfaces inX whose fundamental groups all
include into the(n+ 1)st rational derived subgroup ofG= �1(X) then�i(�)= 0 for i�n− 1.
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Proposition 10.9. If there exists a union of properly embedded surfacesF = ∪Fj in X with [F ] ∈
H2(X, �X;Z) dual to� ∈ H 1(X;Z) such that for all j, �1(Fj ) ⊆ G

(n+1)
r thenA�

i (X) = 0 whenever
0�i�n− 1.

Proof. Consider the following diagram of abelian groups:

H1(F�i
)

i∗−−−−−−→ H1(X�i
)

�F

� �X

�
H1(F ;Ki[t±1]) i∗→ H1(X;Ki[t±1]),

(10.2)

wherei∗ is induced by the inclusion mapi : F → X and�F ([�])= [�⊗ 1] (similarly for �X). First we
observe that ifi�n − 1, every class in�1(F�i

) gets mapped intoG(n+1)
r ⊆ G

(i+2)
r by i∗ ◦ p∗ hence is

zero inG(i+1)
r /G

(i+2)
r =H1(X�i

)/{Z-torsion}. Thereforei∗ : H1(F�i
)→ H1(X�i

) mapsH1(F�i
) to the

Z-torsion subgroup ofH1(X�i
). SinceH1(X;Ki[t±1]) is Z-torsion free,�X ◦ i∗ = 0.

F�n −−−−−−→ X�n

p

� p

�
F −−−−−−→ X.

Since (10.2) commutes, the image of�F goes to zero underi∗. Therefore if[�⊗ p(t)] is an element of
H1(F ;Ki[t±1]), i∗([�⊗p(t)])= i∗([�⊗ 1])p(t)= 0p(t)= 0 (i∗ is aKi[t±1]-module homomorphism).
By Lemma 10.8,A�

i (X) is generated by Im(i∗)= 0 henceA�
i (X)= 0. �

Corollary 10.10. Let X be a3-manifold with�1(X)=1and F a surface dual to a generator ofH 1(X;Z).
If �1(F ) ⊆ G

(2)
r thenG(i)

r =G
(i+1)
r for all i�1.

Proof. Since�1(X) = 1, rn(X) = 0 by Proposition 5.2. That is,H1(X;Ki[t±1]) is a torsion module.
Wheni = 0, K0=Q so that

TH1(X;K0[t±1])=H1(X;Q[t±1])=H1(X�0)⊗Q=G(1)
r /G(2)

r ⊗Q.

If �1(F ) ⊂ G
(2)
r , Proposition 10.9 impliesTH1(X;K0[t±1]) = 0. SinceG(1)

r /G
(2)
r is Z-torsion free,

G
(1)
r /G

(2)
r → G

(1)
r /G

(2)
r ⊗Q sendingg �→ g ⊗ 1 is a monomorphism. ThereforeG(i)

r =G
(i+1)
r for all

i�1. �

11. Realization theorem

We are ready to prove that the invariants�n give much more information than the classical invariants.
In fact, we subtly alter 3-manifolds to obtain new 3-manifolds with striking behavior. Cochran proves
this result when�1(X)= 1 [3].
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Theorem 11.1.For eachm�1 and��2 there exists a3-manifold X with�1(X)= � such that

‖�‖A = �0(�)< �1(�)< · · ·< �m(�)�‖�‖T
for all � ∈ H 1(X;Z). Moreover, X can be chosen so that it is closed, irreducible and has the same
classical Alexander module as a3-manifold that fibers overS1.

The proof of this will be an application of the following more technical theorem. We will postpone the
proof until later in the section. Theorem 11.2 is a tool that will allow us to subtly alter 3-manifolds in
order to construct new 3-manifolds whose degrees are unchanged up to thenth stage but increase at the
nth stage.

Theorem 11.2(Realization Theorem). Let X be a compact, orientable3-manifold withG= �1(X) and
G

(n)
r /G

(n+1)
r �= 0 for somen�0. Let [x] be a primitive class inH1(X;Z). Then for any positive integer

k, there exists a3-manifoldX(n, k) homology cobordant to X such that

(1)

G

G
(i+1)
r

�
H

H
(i+1)
r

for 0�i�n− 1,

whereH = �1(X(n, k)) and
(2)

�X(n,k)
n (�)��Xn (�)+ k|p|.

for any� ∈ H 1(X(n, k);Z) with �(x)= tp.

Proof. Let X be a compact 3-manifold withG(n)
r /G

(n+1)
r �= 0. G = G

(1)
r implies thatG(n)

r = G
(n+1)
r

hence our hypothesis guarantees that�1(X)�1. Since[x] is a primitive class inH1(X;Z), we can present
G as

G�〈x1, . . . , x�, y1, . . . , yl|R1, . . . , Rm〉,
whereyi ∈ G

(1)
r , x1= x, and{[x1], . . . , [x�]} is a basis forG/G

(1)
r .

Begin by adding a 1-handle toX×I to obtain a 4-manifoldVwith boundary(X%X′)∪(�X×I )where
X′ is obtained fromX by taking the connect sum withS1 × S2. Then�1(V )��1(X

′)�G ∗ 〈z〉 wherez
is the generator of�1(S

1× S2). Choose a non-trivial elementB ∈ G
(n)
r −G

(n+1)
r , and letw= zx−1 and

�= [Ak,B] whereAk is defined inductively as

A1= w

Ak = [Ak−1, x] for k�2.

Now add a 2-handle toV along a curvec (any framing) embedded inX′ representingw[x, �] to obtain a
4-manifoldWwith boundary(X %−X(n, k))∪ (�X× I ). LetE = �1(W), H = �1(X(n, k)) and denote
by i andj the inclusion maps ofX andX(n, k) into W, respectively.

Adding the 2-handle toX′ kills the elementw[x, �] in G ∗ 〈z〉�G ∗ 〈w〉 soE�〈G,w|w[x, �]〉 =
〈x1, . . . , x�, y1, . . . , yl, w|R1, . . . , Rm,w[x, �]〉. We see thatX(n, k) is the 3-manifold obtained by per-
forming Dehn surgery (with integer surgery coefficient corresponding to the framing of the 2-handle)
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along the curvec. Let � be the meridian curve toc in X(n, k). The dual handle decomposition ofW
rel X(n, k) is obtained by adding toX(n, k) a 0-framed 2-handle along� and 3-handle. This gives us
E�〈H |�〉.

We show that

G

[G(i)
r ,G

(i)
r ]

�−→ E

[E(i)
r , E

(i)
r ]

�←− H

[H(i)
r , H

(i)
r ]

(11.1)

for 0�i�n. Using Lemma 3.5, this will imply that

G

G
(i+1)
r

�−→ E

E
(i+1)
r

�←− H

H
(i+1)
r

. (11.2)

There is a surjective map pr :〈G,w|w[x, �]〉�G defined by killingw so that pr◦ i∗ = idG. Consider the
induced maps

G

[G(i)
r ,G

(i)
r ]

ī∗−→ E

[E(i)
r , E

(i)
r ]

pr
�

G

[G(i)
r ,G

(i)
r ]

.

We will show by induction thatw ∈ [E(i)
r , E

(i)
r ] for 0�i�n. Sincew = [[Ak,B], x], it is clear that

w ∈ [E(0)
r , E

(0)
r ]. Now suppose thatw ∈ [E(i−1)

r , E
(i−1)
r ] for somei�n. SinceAk = [Ak−1, x] and

A1 = w, we haveAk ∈ [E(i−1)
r , E

(i−1)
r ] ⊆ E

(i)
r . Moreover, sinceB ∈ G

(n)
r , we haveB ∈ E

(n)
r ⊆ E

(i)
r

for i�n. Therefore[Ak,B] ∈ [E(i)
r , E

(i)
r ] for i�n and hencew ∈ [E(i)

r , E
(i)
r ] ⊆ E

(i+1)
r . It follows that

pr is an isomorphism. Sincepr ◦ ī∗ is an isomorphism,̄i∗ is an isomorphism for 0�i�n.
Now consider the maps

H

[H(i)
r , H

(i)
r ]

j̄∗−→ E

[E(i)
r , E

(i)
r ]

,

where now we are consideringEas the group〈H |�〉. We will show that� ∈ [H(i)
r , H

(i)
r ] for 0�i�n hence

the above map will be an isomorphism. Recall thatX(n, k) can be obtained fromX by first doing Dehn
surgery on a 0-framed unlinked trivial knot inX to get the manifoldX′=X#(S1×S2) and then performing
Dehn surgery along a curvec representingw[x, �] in X′. LetY =X′ −N(c) be the 3-manifold obtained
by removing a regular neighborhood ofc in X′. We use the notationsP = �1(Y ), K = �1(X

′)�G ∗ 〈z〉,
andl : Y → X′ be the inclusion map. Let� be the meridian ofc based atx0 as inFig. 4. We show that
� ∈ [P (i)

r , P
(i)
r ] for 0�i�n which implies that� ∈ [H(i)

r , H
(i)
r ] sinceP�H .

To begin, we will show that

�= [�, u1]v1 · · · [�, u2k ]v2k [�1, �2]w1 · · · [�m−1, �m]wm/2, (11.3)

where l∗(uj ) ∈ K
(n)
r and �j ∈ Ncl〈�〉 = ker(l∗ : P�K). Using this, we will show that the induced

map l∗ : P (i)
r �K

(i)
r is surjective for 0�i�n + 1. Assuming these two statements to be true for now,

we shall prove by induction oni that� ∈ [P (i)
r , P

(i)
r ] for 0�i�n as desired. It is clear from (11.3) that

� ∈ [P (0)
r , P

(0)
r ]. Now suppose that� ∈ [P (i−1)

r , P
(i−1)
r ] ⊆ P

(i)
r for somei�n. Then�j ∈ P

(i)
r for all

j. Sincel∗ : P (i)
r �K

(i)
r is surjective andl∗(uj ) ∈ K

(n)
r , it follows thatuj = pj	j wherepj ∈ P

(i)
r and

	j ∈ Ncl〈�〉 ⊆ P
(i)
r .Thus by (11.3),� ∈ [P (i)

r , P
(i)
r ] for 0�i�n.
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Fig. 4.� and the�±1
i

s cobound a punctured sphere.

Let c be a curve representing the element

w[x, �] = z�x−1�−1

= zAkBA−1
k B−1x−1BAkB

−1A−1
k .

For simplicity, we prove the case whenc intersects the cosphere (belt sphere) of the 1-handle attached to
X×I exactly 1+2k+1 times. The proof can be modified for the case wherec intersects the cosphere more
than 1+ 2k+1 times. The 2k+1 intersections are a result of the 2k−1 occurrences ofz andz−1 in Ak and
the first intersection is a result the firstz that occurs inz�x−1�−1. Note that the only occurrences ofz in
�x−1�−1 show up inAk sinceB is an element ofG. Let �j be the meridian ofc based atx0 corresponding
to thej th occurrence ofz or z−1 in �x−1�−1 as shown inFig. 4.

Before proceeding, we sketch the idea of the next part of the proof. First we note that� is a product of
�±1
j . We can pair each�j with �2k+1−j since they bound an annulus as inFig. 5. Thus they are related by

�2k+1−j = u−1�ju and hence�j �
−1
2k+1−j = [�j , u−1]. We show thatl∗(u) is in thenth term of the derived

series ofK. Since�j is a conjugate of�, � is a product of commutators which can be written as[�, u]v
with l∗(u) ∈ K

(n)
r .

Let ab = b−1ab. Since the longitude of the unknot is trivial inP, we see that� is equal to a product of
the�±1

j as inFig. 4. Moreover, we can order the�j as we choose since switching�i and�j only changes
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Fig. 5.�j and�2k+1−j differ by a conjugation.

the element by a commutator of elements ofNcl〈�〉. For example,

�1�i�j�2= �1�j �i[�−1
i , �−1

j ]�2

= �1�j �i�2[�−1
i , �−1

j ]�2.

Hence we see that

�=
2k−1∏

j=1

�±1
j �±1

2k+1−j

2k−1∏
j=1

�±1
2k+j �

±1
2k+1+1−j

 [�1, �2]w1 · · · [�m−1, �m]wm/2,

where�j ∈ Ncl〈�〉. The chosen ordering will become clear in the next paragraph.
If the j th occurrence of az±1 is a z then �j = �pj where l∗(pj ) = z�j and �j is the word that

occurs in�x−1�−1 up to but not including thej th z. Whereas, if thej th occurrence of az±1 is a z−1

then �j = �pj where l∗(pj ) = z�j z
−1 where�j is the word that occurs in�x−1�−1 up to but not

including thej th z−1. Now we consider the case 1�j�2k−1. Thej th occurrence ofz±1 in �x−1�−1=
AkBA−1

k B−1x−1BAkB−1A−1
k occurs in the firstAk and the(2k−j+1)th occurrence ofz±1 occurs in the

firstA−1
k as the opposite power as thej th occurrence. Hence ifpj =z�j thenp2k+1−j =zAkBA−1

k �j and

if pj = z�j z
−1 thenp2k+1−j = zAkBA−1

k �j z
−1. Moreover, the term�±1

j �±1
2k+1−j in the formula above

will always be of the form(�j �
−1
2k+1−j )

±1. Similarly, the(2k + j)th occurrence ofz±1 in �x−1�−1 occurs

in the secondAk and the(2k+1 + 1− j)th occurrence ofz±1 occurs in the secondA−1
k as the opposite

power as the(2k + j)th occurrence. Thus, ifp2k+j = z�x−1B�j thenp2k+1+1−j = z�x−1�−1�j , if
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p2k+j = z�x−1B�j z
−1 thenp2k+1+1−j = z�x−1�−1�j z

−1, and�±1
2k+j �

±1
2k+1+1−j = (�2k+j �−1

2k+1+1−j )
±1.In

either case we see that for 1�j�2k−1

�j �
−1
2k+1−j = �pj (�−1)

p2k+1−j

= [�, pjp−1
2k+1−j ]pj

and

�2k+j �−1
2k+1+1−j = �

p2k+j (�−1)
p2k+1+1−j

= [�, p2k+jp−1
2k+1+1−j ]

p2k+j ,

wherel∗(pjp−1
2k+1−j ) = l∗((B−1)(zAk)

−1
) ∈ K

(n)
r andl∗(p2k+jp−1

2k+1+1−j ) = l∗((B�)(z�x
−1)−1

) ∈ K
(n)
r .

Therefore

�= [�, u1]v1 · · · [�, u2k ]v2k [�1, �2]w1 · · · [�m−1, �m]wm/2,

wherel∗(uj ) ∈ K
(n)
r and�j ∈ Ncl〈�〉 as desired.

Before proceeding, we note that� can be simplified to the form

�= [�, u1]v1 · · · [�, u2k+m]v2k+m , (11.4)

wherel∗(uj ) ∈ K
(n)
r , since if�1, �2 ∈ Ncl〈�〉 then[�1, �2] is a product of elements of the form[�, u]v

wherel∗(u)= 1. This is easily verified using the relation

[ab, c] = [b, c]a[a, c].
We prove by induction thatl∗ : P (i)

r → K
(i)
r is surjective for 0�i�n+ 1. It is clear thatl∗ : P (0)

r →
K

(0)
r is surjective. Now assume thatl∗ : P (i)

r �K
(i)
r for i�n and letg ∈ K

(i+1)
r . We note that ifG�H is

surjective then[G,G]�[H,H ] is surjective. Therefore it suffices to considergsuch thatgk ∈ [K(i)
r , K

(i)
r ]

for somek �= 0. SinceP (i)
r �K

(i)
r is surjective,l∗ : [P (i)

r , P
(i)
r ]�[K(i)

r , K
(i)
r ] is surjective and hence there

exists anf ∈ [P (i)
r , P

(i)
r ] such thatl∗(f ) = gk. Moreover, sinceP�K there exists ap ∈ P such that

l∗(p)= g. It follows thatl∗(f )= l∗(pk) and hencepk = f � where� ∈ Ncl〈�〉.Sincei�n, l∗(uj ) ∈ K
(i)
r .

Hence, by the induction hypothesis, there existqj ∈ P
(i)
r with uj = qj	j for 	j ∈ Ncl〈�〉. Using (11.4)

we have

�= [�, q1	1]v1 · · · [�, q2k+m	2k+m]v2k+m

hence� ∈ [P (i)
r , P

(i)
r ]. Since� ∈ Ncl〈�〉, � ∈ [P (i)

r , P
(i)
r ] so thatpk=f � ∈ [P (i)

r , P
(i)
r ]. Thusp ∈ P

(i+1)
r

andl∗(p) = g which implies thatl∗ : P (i+1)
r → K

(i+1)
r is surjective fori�n. This concludes the proof

of (11.2).
The isomorphisms in (11.1) and (11.2) imply the following three statements. First, we can obtain the

G/G
(n+1)
r andH/H

(n+1)
r -regular covers ofX andX(n, k), respectively by restricting to the boundary of

theE/E(n+1)
r -regular cover ofW. Secondly, wheni = 0 the inclusion mapsi andj induce isomorphisms
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onH1(−,Z) hence onH 1(−,Z). In fact, i andj induce isomorphisms on all integral homology groups.
Thus, we can consider the homomorphism� as a homomorphism onE andH as well asG. Lastly,

G
(i)
r

[G(i)
r ,G

(i)
r ]

�−→ E
(i)
r

[E(i)
r , E

(i)
r ]

�←− H
(i)
r

[H(i)
r , H

(i)
r ]

for 0�i�n−1. In particular this implies that for any� ∈ H 1(X(n, k),Z) and 0�i�n−1, �X(n,k)
i (�)=

�Wi (�)= �Xi (�).
We use the presentation given by the Fox Free Calculus (Section 6) to compute�Wi (�). Let F =

F 〈x1, . . . , x�, y1, . . . , yl, w〉, � : F�G. Recall that

�[C,D]
�w

= (1− [C,D]D)
�C

�w
+ (C − [C,D]) �D

�w

for anyC,D ∈ F . We compute�Ak

�w = (1− Akx)
�Ak−1

�w and �A1
�w = 1 so

�Ak

�w
= (1− Akx) · · · (1− A2x).

It follows that
�w[x, �]

�w
= 1+ w(x − [x, �]) ��

�w

= 1+ w(x − [x, �])
(
(1− �B)

�Ak

�w
+ (Ak − �)

�B

�w

)
= 1+ w(x − [x, �])

(
(1− �B)(1− Akx) · · · (1− A2x)+ (Ak − �)

�B

�w

)
.

Similarly we compute�w[x,�]�x and �w[x,�]
�v whenv ∈ {x2, . . . , x�, y1, . . . , yl}:

�w[x, �]
�x

= w

[
(1− [x, �])+ (x − [x, �])

(
(1− �B)

�Ak

�x
+ (Ak − �)

�B

�x

)]
,

�w[x, �]
�v

= w(x − [x, �])
(
(1− �B)

�Ak

�v
+ (Ak − �)

�B

�v

)
.

We note that�Ak

�v = 0 sinceAk does not involvev. Moreover�Ak

�x

�i∗�E
n = 0 since�A1

�x = 0 and

�Ak

�x
= (1− [Ak−1, x]) �Ak−1

�x
+ (Ak−1− [Ak−1, x]).

Using the involution and projecting toZ[E/E(n+1)
r ] we get

�w[x, �]
�w

�i∗�E
n

= 1+ (x − 1)(1− B)(1− x)k−1

�w[x, �]
�xi

�i∗�E
n

= �w[x, �]
�yi

�i∗�E
n

= 0.
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Thus 
(

�Rj

�xi

)�i∗�E
n

0

0 1+ (x − 1)(1− B)(1− x)k−1

⊗Z[E/E(n+1)
r ]idKE

n [t±1] (11.5)

is a presentation ofH1(W, ∗;KE
n [t±1]).

Let � be a primitive class inH 1(W ;Z) with �(x) = tp and let
 be a splitting of�n : E/Er�Z. We
rewritea = 1+ (x − 1)(1− B)(1− x)k−1 as a polynomial int. The lowest and highest degree terms of
a areB and

tkp(
(t)−kpxkx1−k(1− B)xk−1),

respectively. Our assumption thatB /∈G(n+1)
r (henceB /∈E(n+1)

r guarantees thatB − 1 is a unit in
KE
n [t±1]). Therefore the degree ofa is k. Moreover, deg

∑
t iai = deg

∑
t iai hence

deg1+ (x − 1)(1− B)(1− x)k−1= kp.

Lastly,H1(X, ∗;KG
n [t±1]) is presented as(

�Rj

�xi
)�i�

G
n ⊗

Z[G/G
(n+1)
r ]idKG

n [t±1] therefore

�Wn (�)= �Xn (�)+ kp.

To finish the proof we will show that�X(n,k)
n (�)��Wn (�) for any �. Since(W,X(n, k)) has only 2

and 3-handlesH1(W,X(n, k);R) = 0. By Lemma 11.5,H2(W,X(n, k);R) is R-torsion. We have the
following long exact sequence of pairs:

→ TH2(W,X(n, k);R) �→H1(X(n, k);R) j∗→H1(W ;R)→ 0.

Sincej∗(TH1(X(n, k);R)) ⊆ TH1(W ;R) we can consider the homomorphism

TH1(X(n, k);R) j∗→TH1(W ;R).
We show that this map is surjective. Let� ∈ TH1(W ;R) and� ∈ H1(X(n, k);R) such thatj∗(�) = �.
There existsr ∈ R such that�r=0 soj∗(�r)=j∗(�)r=�r=0. By exactness, this implies that�r ∈ Im �.
Hence there exists� ∈ TH2(W,X(n, k);R)with �(�)=�r and�s=0 for some non-zeros ∈ R. Therefore
�(rs)= (�r)s=�(�)s=�(�s)=�(0)=0 which implies� ∈ TH1(X(n, k);R) Lastly, letR=Kn[t±1] then
TH1(X(n, k);Kn[t±1]) andTH1(W ;Kn[t±1]) can be considered as freeKn-modules with finite rank.
We havej∗ surjective so

�X(n,k)
n (�)= rkKnTH1(X(n, k);Kn[t±1])�rkKnTH1(W ;Kn[t±1])= �Wn (�). �

Before proceeding, we will construct a specific example. We will begin with zero surgery on the trivial
link with 2 components and subtly alter the manifold to increase�1.

Example 11.3.A specific example ofX(1,1) whenX = S1 × S2#S1 × S2. Let X be 0-surgery on
the 2-component trivial link. ThenX = S1 × S2#S1 × S2 with �1 generated byx andy (Fig. 6). Let
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00 x y

Fig. 6.X = S1× S2#S1× S2.

Fig. 7.X(1,1) is our resulting manifold.

B = [x, y] and constructX(1,1) as in the theorem by doingk-framed surgery onc (seeFig. 7). For all
� ∈ H 1(X(1,1)),

�X(1,1)
0 (�)= �X0 (�)= 0.

Moreover, we have

�X(1,1)
1 (�x)��X1 (�x)+ 1= 1.

We can assume that the manifolds that we have constructed to be irreducible.

Proposition 11.4. If X is irreducible and�-irreducible thenX(n, k) is irreducible and�-irreducible.

Proof. Recall thatX(n, k) can be constructed fromX by first taking a connected sum withS1× S2 and
then doing integer surgery on a curvec. Recall that the first homology class ofc was equal tox−1z where
x was a generator ofH1(X) andzwas the generator ofS1×S2. LetM= (X#S1×S2). We will show that
M − c is irreducible and�-irreducible. A theorem of M. Scharlemann[30, p. 481]implies thatX(n, k)

is irreducible. It is clear thatX(n, k) is �-irreducible.
First we show thatM − c is �-irreducible. SinceM is �-irreducible, it suffices to show that keri∗ :

�1(�c) → �1(M) is trivial. Any curve on the boundary ofc that is parallel tom �= 0 copies ofc is
non-trivial in�1(M) since it is non-zero in homology. Any other curve on�c is homotopic to the meridian
of c which we showed to be non-trivial in the proof of Theorem 11.2.

LetSbe a non-separating 2-sphere inM that represents the class{pt}×S2 andN=M−S. ChooseSso
that it minimizes #(S ∩ c). Note thatN =M− (B1%B2) whereB1 andB2 are disjoint 3-balls inM. After
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Fig. 8.D is a compression disc.

isotopingc to make it transverse toS, let P be the punctured 2-sphere inM − c obtained by puncturing
Sat each intersection point withc. LetM ′ be the manifold obtained by cuttingM − c alongP. M ′ has
two copies ofP in it’s boundary, denote these punctured 2-spheresP1 andP2 (so thatPi ⊂ �Bi). We will
show thatM ′ is irreducible andP1 is incompressible inM ′. It will follow that M − c is irreducible.

Suppose thatM − c is reducible and let� be a 2-sphere inM − c that does not bound a 3-ball and
minimizes #(� ∩ P). SinceM ′ is irreducible, we have #(� ∩ P)�1. Consider the intersection of� and
P and let� be an innermost circle on�. Then� bounds a discD in M ′. SinceP1 is incompressible inM ′,
� bounds a discE in P. D ∪ E is an embedded 2-sphere inM ′ so it bounds a 3-ballB in M ′. We useB
to isotope� in M − c to get rid of the intersection�. This contradicts the minimality of #(� ∩ P). Thus
M − c is irreducible.

We note thatM ′ is homeomorphic toM − f (W) whereW is a wedge of spheres andf : W → M is
an embedding ofW into M. Suppose thatM ′ is reducible and let� be an embedded 2-sphere inM ′ that
does not bound a 3-ball. SinceM is irreducible,� bounds a 3-ballB in M. HenceM = B∪�V . f (W) is
connected andf (W) ∩ �=� so eitherf (W) ⊂ B or f (W) ⊂ V . However, the homology class ofc is
equal tox−1z hencef (W)�B. Thereforef (W) ⊂ V hence� must bound a ball inM ′, a contradiction.
ThusM ′ is irreducible.

Suppose thatP1 is compressible inM ′. Let� be an curve onP1 that bounds an embedded discD in M ′.
� bounds the discsE1 andE2 onS. SinceM is irreducible,D ∪E1 bound a 3-ballB in M. If B ∩B2=�

then eitherD ∪E1 orD ∪E2 bounds a 3-ballB ′ in N. We can useB ′ to isotopec and reduce the number
of intersections ofc with E1 orE2 (seeFig. 8). This contradicts the minimality of #(S ∩ c).

Now suppose thatB ∩B2 �= �. UsingB we can assume that eitherD ∪E1 orD ∪E2 bounds a 3-ball
B ′ in M − B1. Let S′ = �B ′. We note that #(S′ ∩ c)<#(S ∩ c) sincec intersectsE1 andE2. Moreover,
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Fig. 9.SandS′ cobound anS2× I .

S′ and�B2 cobound an embeddedS2 × I in N. ThereforeS′ andScobound an embeddedS2 × I in M
(seeFig. 9) which can be used to isotope the curvec to reduce the number of intersections withS. This
contradicts our minimality condition henceP1 is incompressible inM ′. This completes the proof that
M − c is irreducible. �

Lemma 11.5. The manifoldX(n, k) is Ki-homology cobordant to X fori�n. That is, i : X → W and
j : X(n, k) → W induce isomorphisms on homology withKi coefficients where W is the cobordism
between X andX(n, k).

Proof. Consider the relative chain complexC∗(W,X(n, k)). SinceW is obtained fromX(n, k) by adding
only 2 and 3-handles,W is homotopy equivalent to a cell complex obtained by adding a single 2 and
3-cell. Hence we can assumeC2(W,X(n, k))=C3(W,X(n, k))�Z andCj(W,X(n, k))=0 for all other
j. For all i�n we lift the cells of(W,X(n, k)) to form the chain complex of(W̃ , X̃(n, k))

0→ C3(W̃ , X̃(n, k))⊗Ki

∼
�3⊗id→ C2(W̃ , X̃(n, k))⊗Ki → 0,

where(W̃ , X̃(n, k)) are the regularE/E(i+1)
r -cover of(W,X(n, k)). Since

∼
�3⊗ id : Ki → Ki ,

∼
�3⊗

id is an isomorphism if and only if�3 ⊗ id �= 0 if and only if �3(�) �= 0 for some�. But since

H∗(W,X(n, k)) = 0, �3 : C3(W,X(n, k)) → C2(W,X(n, k)) is not the zero map, hence
∼
�3 is not the

zero map. ThereforeH∗(W,X(n, k);Ki)=0 which gives usj∗ : H∗(X(n, k);Ki)
�→H∗(W ;Ki). The

proof thati∗ : H∗(X;Ki)
�→H∗(W ;Ki) follows almost verbatim except that(W,X) has only cells in

dimensions 1 and 2. �

Lemma 11.6. For eachn�1, if �n−1(�) �= 0 for some� ∈ H 1(X;Z) thenG(n)
r /G

(n+1)
r �= 0.

Proof. If �n−1(�) �= 0 for some� then the rank ofH1(Xn−1) as an abelian group is at least 1,
henceH1(Xn−1)/{Z − torsion} �= 0. But, Lemma 3.5 givesG(n)

r /G
(n+1)
r = H1(Xn−1)/{Z-torsion}

soG(n)
r /G

(n+1)
r �= 0. �
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We now proceed with the proof of Theorem 11.1.

Proof of Theorem 11.1.LetX0 be a 3-manifold withr0(X0)= 0, �1(X0) and whose universal torsion-
free abelian cover has non-trivial�1 and letG=�1(X0). For example, it is well-known that for each��1
there exist 3-manifolds X (with and without boundary) which fibers overS1 with fiber a surface of genus
g�2 and such that�1(X) = �. Each of these would satisfy the necessary conditions onX0 mentioned
above (see Proposition 8.4). Let{x1, . . . , x�} be a basis ofH1(X0;Z)/{Z-torsion} and{�x1

, . . . ,�x�
} the

(Hom) dual basis ofH 1(X0;Z). Since�1((X0)�0)>0, G(1)
r /G

(2)
r �= 0 we can use Theorem 11.2 with

k= 1 to construct a new manifoldX1 with �X0
0 (�)= �X1

0 (�) and�X0
1 (�)< �X1

1 (�)for all � ∈ H 1(X1;Z).

We do this by first constructingX1
1 fromX0 to accomplish�X0

0 (�)= �
X1

1
0 (�) for all � ∈ H 1(X1

1;Z) and

�X0
1 (�x1

)< �X0
1 (�x1

)+1��
X1

1
1 (�x1

). We note that Theorem 11.2 guarantees�
X1

1
1 (�)��X0

1 (�) for all other
�. Now we continue this for all other basis elements�x2

, . . . ,�x�
to get a 3-manifoldX1 = X

�
1 with

�X0
0 (�)= �X1

0 (�) and�X0
1 (�)< �X1

1 (�) for all � ∈ H 1(X1;Z).

In particular,�X1
1 (�)>0 so by Lemma 11.6G(2)

r /G
(3)
r �= 0. Hence we can constructX2 with �X2

i (�)=
�X1
i (�)wheni�1 and�X1

2 (�)< �X2
2 (�) for all � ∈ H 1(X2;Z). We continue this process until we obtain a

3-manifoldX=Xm with �X0 (�)< �X1 (�)< · · ·< �Xm(�) for all � ∈ H 1(X;Z). Sincer0(X0)=0, Lemma
11.5 guarantees thatr0(X)= 0 hence‖�‖A = �0(�) and�m(�)�‖�‖T .

If we chooseX0 to be closed, thenXwill be closed. Finally, to guarantee thatX is irreducible, it suffices
to chooseX0 irreducible by Proposition 11.4.�

We note that sinceri(X)= 0, �i(�)= �̄i(�) hence we could have stated this theorem in terms of�̄i as
well as�i .

12. Applications

We show that the higher-order degrees give new computable algebraic obstructions to 3-manifolds
fibering overS1 even when the classical Alexander module fails. Moreover, using the work of Kron-
heimer, Mrowka, and Vidussi we are able to show that the higher-order degrees give new computable
algebraic obstructions a 4-manifold of the formX × S1 admitting a symplectic structure, even when the
Seiberg–Witten invariants fail.

12.1. Fibered 3-manifolds

Recall that ifX is a compact, orientable 3-manifold that fibers overS1 then by Proposition 8.4, the
higher-order ranks must be zero. Moreover, if�1(X)�2 and� is dual to a fibered surface then�n(�)must
be equal to the Thurston norm for alln and hence are constant as a function ofn. We define the following
function of�. Let dij : H 1(X;Z)→ Z be defined bydij = �i − �j for i, j�0. Note thatdij = 0 if and
only if �i = �j for all � ∈ H 1(X;Z).



942 Shelly L. Harvey /Topology44 (2005) 895–945

Theorem 12.1.Let X be a compact, connected, orientable3-manifold. If at least one of the following
conditions is satisfied then X does not fiber overS1.

(1) rn(X) �= 0 for somen�0,
(2) �1(X)�2 and there existsi, j�0 such thatdij (�) �= 0 for all � ∈ H 1(X;Z),
(3) �1(X)= 1 anddij (�) �= 0 for somei, j�1 and� ∈ H 1(X;Z),
(4) �1(X)= 1,X�S1× S2,X�S1×D2 andd0j (�) �= 1+ �3(X) for somej�1 where� is a generator

ofH 1(X;Z).

Proof. We consider each of the cases separately.
(1) This follow immediately from Proposition 8.4.
To prove that each of last three conditions implies thatX does not fiber overS1 we can assume that

rn(X)=0 for alln�0. Otherwise the conclusion would be (vacuously) true sinceXwould satisfy condition
(1). Hence�n = �̄n for all n�0 by Remark 5.11.

(2) If X fibers overS1 and�1(X)�2 then for alln�0, �n(�) = ‖�‖T for some� ∈ H 1(X;Z) by
Proposition 8.4. Hence�n(�) is a constant function ofn. In particular,dij (�) = 0 for all i, j�0 which
contradicts our hypothesis.

(3) If Xfibers overS1 and�1(X)=1 then for alln�1 and� ∈ H 1(X;Z), �n(�)=‖�‖T by Proposition
8.4. Hence�n(�) is a constant function ofn for n�1. In particular,dij (�) = 0 for all i, j�1 and� ∈
H 1(X;Z) which contradicts our hypothesis.

(4) If X fibers overS1, �1(X) = 1, X�S1 × S2, X�S1 × D2 and� is a generator ofH 1(X;Z) then
by Proposition 8.4,�0(�) = ‖�‖T + 1 + �3(X). The rest of the proof is similar to the previous two
cases. �

The previously known algebraic obstructions to a 3-manifold fibering overS1 are that the Alexander
moduleH1(X;Z�0) is finitely generated and (when�1(X) = 1) the Alexander polynomial is monic. If
�1(X)�2, the Alexander module being finitely generated implies thatr0(X)= 0.

Consider the 3-manifolds in Theorem 11.1. We note that�1> �0 hence they cannot fiber overS1.
Moreover, they can be chosen to have the same Alexander module as those of a 3-manifold that fibers
overS1 as remarked in the first paragraph in the proof of Theorem 11.1.

Corollary 12.2. For each��1, Theorem11.1gives an infinite family of closed irreducible3-manifolds
X where�1(X) = �, X does not fiber overS1, and X cannot be distinguished from a fibered3-manifold
using the classical Alexander module.

12.2. Symplectic 4-manifolds of the formX × S1

We now turn our attention to symplectic 4-manifolds of the formX× S1. It is well known that ifX is a
closed 3-manifold that fibers overS1 thenX × S1 admits a symplectic structure. Taubes conjectures the
converse to be true.

Conjecture 12.3(Taubes). Let X be a3-manifold such thatX × S1 admits a symplectic structure. Then
X admits a fibration overS1.
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Using the work of Meng–Taubes and Kronheimer–Mrowka, Vidussi[35] has recently given a proof
of McMullen’s inequality using Seiberg–Witten theory. This generalizes the work of Kronheimer[23]
who dealt with the case thatX is the 0-surgery on a knot. Moreover, Vidussi shows that ifX× S1 admits
a symplectic structure (and�1(X)�2) then the Alexander and Thurston norms ofX coincide on a cone
over a face of the Thurston norm ball ofX, supporting the conjecture of Taubes.

Theorem 12.4(Kronheimer[23] and Vidussi[34,35]). Let X be an closed, irreducible3-manifold such
thatX×S1 admits a symplectic structure. If�1(X)�2 there exists a� ∈ H 1(X;Z) such that‖�‖A=‖�‖T .
If �1(X)= 1 then for any generator� ofH 1(X;Z), ‖�‖A = ‖�‖T + 2.

Consequently, we show that the higher-order degrees of a 3-manifoldX give new computable algebraic
obstructions to a 4-manifold of the formX × S1 admitting a symplectic structure.

Theorem 12.5.Let X be a closed irreducible3-manifold. If at least one of the following conditions is
satisfied thenX × S1 does not admit a symplectic structure.

(1) �1(X)�2 and there exists ann�1 such that̄�n(�)> �̄0(�) for all � ∈ H 1(X;Z).
(2) �1(X)= 1, � is a generator ofH 1(X;Z), and �̄n(�)> �̄0(�)− 2 for somen�1.

Proof. If �2(X)�2, n�1, andX × S1 admits a symplectic structure then by Theorems 10.1, 12.4, and
Proposition 5.12,̄�n(�)�‖�‖T = �̄0(�) for some� ∈ H 1(X;Z). If �2(X)= 1,n�1, � is a generator of
H 1(X;Z) andX × S1 admits a symplectic structure then by Theorems 10.1 and 12.4,�̄n(�)�‖�‖T =
�̄0(�)− 2. �

Thus, Theorem 11.1 gives examples of 4-manifolds of the formX×S1 which do not admit a symplectic
structure but cannot be distinguished from a symplectic 4-manifold using the invariants of Seiberg–Witten
theory.

Corollary 12.6. For each��1, Theorem11.1 gives an infinite family of4-manifoldsX × S1 where
�1(X) = �, X × S1 does not admit a symplectic structure, and X cannot be distinguished from fibered
3-manifold using the classical Alexander module.

We note that the conditions in Theorem 12.5 are (strictly) stronger that the conditions in Theorem 12.1.
The cause of this discrepancy is our lack of knowledge of the behavior of higher-order degrees when
X × S1 admits a symplectic structure. We make the following conjecture, supporting the conjecture of
Taubes.

Conjecture 12.7. If X is a closed, orientable, irreducible3-manifold such thatX×S1 admits a symplectic
structure then there exists a� ∈ H 1(X;Z) such that̄�n(�)= ‖�‖T for all n�1.

More interesting would be the possibility of finding an a symplectic 4-manifold of the formX × S1

such that̄�1(�)< �̄0(�) for all � ∈ H 1(X;Z); giving a counterexample to the conjecture of Taubes 12.3.
We conclude with the remark that Conjecture 12.7 is true whenX is a knot complement inS3, [3,

Theorem 9.5]. The proof of this relies on the fact that the higher-order degrees are non-decreasing
in n [3, Theorem 5.4]and are bounded by the Thurston norm. More precisely, Cochran proves that
�0(�)−1��1(�)� · · · ��n(�) · · · wheneverX=S3−K and� is a generatorH 1(X;Z). Moreover, the
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proof of Theorem 5.4 in[3] can be modified to prove that higher-order degrees are non-decreasing (in
n) whenX is any finite CW-complex homotopy equivalent to a 2-complex with Euler characteristic zero.
Hence Conjecture 12.7 is also true for any 3-manifold withnon-empty toroidal boundary.
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