ABSOLUTE PROFINITE RIGIDITY AND HYPERBOLIC GEOMETRY

M. R. BRIDSON, D. B. MCREYNOLDS, A. W. REID, AND R. SPITLER

Abstract. We construct arithmetic Kleinian groups that are profinitely rigid in the absolute sense: each is distinguished from all other finitely generated, residually finite groups by its set of finite quotients. The Bianchi group $\text{PSL}(2, \mathbb{Z}[\omega])$ with $\omega^3 = 1$ is rigid in this sense. Other examples include the non-uniform lattice of minimal co-volume in $\text{PSL}(2, \mathbb{C})$ and the fundamental group of the Weeks manifold (the closed hyperbolic 3–manifold of minimal volume).

1. Introduction

It is notoriously hard to unravel the nature of a finitely presented group $\Gamma$. In order to do so, one must explore how the group can act on different kinds of objects. The most primitive objects to consider are finite sets. Actions on finite sets capture only the finite images of groups, so the power of such actions to explain the nature of $\Gamma$ is limited by the answer to the fundamental question: to what extent is $\Gamma$ determined by its set of finite quotients? This compelling question has re-emerged with different emphases throughout the history of group theory, and in recent years it has been animated by a rich interplay with geometry and low-dimensional topology, e.g. [8], [11], [13], [14], [26], [28], [50] and [51].

The finite images of $\Gamma$ are encoded in its profinite completion $\hat{\Gamma}$ (see §2). If $\Gamma$ has elements that do not survive in any finite quotient, then one cannot hope to recover $\Gamma$ by studying $\hat{\Gamma}$, so it is natural to restrict attention to residually finite groups, i.e. groups where every finite subset injects into some finite quotient. In its rawest form, the fundamental question then becomes: which finitely generated, residually finite groups $\Gamma$ are profinitely rigid in the absolute sense, i.e. have the property that if $\Lambda$ is finitely generated and residually finite, then $\hat{\Lambda} \cong \hat{\Gamma}$ implies $\Lambda \cong \Gamma$.

Variations on this problem have driven many advances in group theory in recent years but there has been very little progress towards identifying infinite groups that are profinitely rigid in the absolute sense. It is easy to see that finitely generated abelian groups are rigid, but beyond that one immediately struggles; virtually cyclic groups need not be rigid for example [7]. If $\Gamma$ satisfies a group law – for example if it is nilpotent or solvable – then $\hat{\Lambda} \cong \hat{\Gamma}$ will imply that $\Lambda$ satisfies the same law, provided it is residually finite. In such cases, the question of absolute profinite rigidity reduces to a question of relative profinite rigidity, where one asks if $\hat{\Gamma}$ distinguishes $\Gamma$ from all other groups in a restricted class. If the relative context is sufficiently tame, this observation allows one to identify examples of profinitely rigid groups: for example, the free nilpotent group of fixed class on a fixed number of generators is profinitely rigid (although many other nilpotent groups are not, [27]).

The pursuit of relative profinite rigidity theorems has provided a focal point for a rich body of research in recent years, particularly in geometric contexts. This includes many settings in which the groups are full-sized in the sense that they contain non-abelian free subgroups. (Note that a full-sized group cannot satisfy a law.) For example, every Fuchsian group can be distinguished from any other lattice in a connected Lie group by its finite quotients [11]. Such relative theorems do not lead to absolute profinite rigidity, however, because in the absence of a group law it is extremely difficult to rule out the possible existence of an utterly exotic $\Lambda$, finitely generated and residually finite, with $\hat{\Lambda} \cong \hat{\Gamma}$. Thus, despite our understanding of Fuchsian groups, it remains unknown whether
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finitely generated free groups are profinitely rigid in the absolute sense (which is an old question of Remeslennikov [34, Question 5.48]).

In this article we provide the first examples of full-sized groups that are profinitely rigid in the absolute sense. Our examples are fundamental groups of 3-dimensional hyperbolic orbifolds, i.e. lattices in $\text{PSL}(2, \mathbb{C})$. Our main result is the following.

**Theorem 1.1.** There exist arithmetic lattices in $\text{PSL}(2, \mathbb{C})$ that are profinitely rigid in the absolute sense.

These lattices are described in §1.1 below, and in more detail in §5. We provide both uniform and non-uniform examples. For the moment we can construct only finitely many of each, but from these one can manufacture infinitely many commensurability classes of full-sized groups that are profinitely rigid. For instance, in §9.5 we prove that for one of our examples $\Gamma_W$, the group $\Gamma_W \times \mathbb{Z}^r$ is profinitely rigid for every $r \in \mathbb{N}$. Ultimately, one hopes to prove that all Kleinian groups are profinitely rigid, but such a result seems beyond the reach of current technology.

The lattices that we exhibit to prove Theorem 1.1 have several important features in common, some arithmetic, some geometric, and some algebraic. A crucial algebraic characteristic is representation rigidity. The arguments that we develop around this idea are not specific to dimension 3, are of a quite general nature, and apply especially in the setting of higher rank lattices. On the other hand, our geometric arguments make very strong use of the subgroup structure of Kleinian groups and 3–manifold topology, and the corresponding parts of our proof do not extend to lattices in other settings. Indeed, any progress in this direction will require a far better understanding of the infinite-index subgroups of general lattices than exists at present.

We now outline how the strategy of our proof proceeds and describe how the key features of the examples enter the argument. First, representation rigidity: each of the lattices $\Gamma$ that we study has very few irreducible representations into $\text{SL}(2, \mathbb{C})$ up to conjugacy, and all of the representations arise from the arithmetic structure of the lattice. The explanation for this is different in each case, as is the way in which it is exploited, but it is an indispensable feature of our arguments. In particular it allows us to resolve the basic concern that an arbitrary finitely generated, residually finite group $\Lambda$ with $\hat{\Lambda} \cong \hat{\Gamma}$ may have no interesting representations to $\text{SL}(2, \mathbb{C})$. It turns out that one can always construct a useful representation by working one prime at a time. In this way, we relate representations $\Gamma \to \text{SL}(2, \mathbb{C})$ to bounded representations $\hat{\Gamma} \to \text{SL}(2, \mathbb{Q}_p)$. The restrictions of the latter to $\Lambda < \hat{\Lambda} = \hat{\Gamma}$ fit together to provide a Zariski-dense representation $\rho: \Lambda \to \text{SL}(2, \mathbb{C})$, and for the lattices that we consider, one can use constraints coming from the arithmetic of $\Gamma$ to force the image of $\rho$ to lie in $\Gamma$, or perhaps a finite extension of $\Gamma$. For more general lattices, it is difficult to control the images of representations constructed by such local techniques. (See the comments below concerning the $(2, 3, 7)$–triangle group.)

The arguments up to this point (§4) are those that can be modified so as to apply quite generally; this theme is taken up in [35]. Thus, for example, one can prove that if $\Lambda$ is a finitely generated group with the same finite quotients as $\text{SL}(n, \mathbb{Z})$, and $n \geq 3$, then there is a Zariski-dense representation $\Lambda \to \text{SL}(n, \mathbb{Z}) < \text{SL}(n, \mathbb{R})$ that induces an isomorphism of profinite completions.

Returning to our setting, it is the special way in which arithmetic and geometry dovetail in dimension 3 that allows us to complete the proof. The arithmetic structure of a lattice $\Gamma \subset \text{PSL}(2, \mathbb{C})$ is encoded in its invariant trace-field $k\Gamma = \mathbb{Q}(\text{tr}(\gamma^2): \gamma \in \Gamma)$ and in the quaternion algebra $A\Gamma$ over $k\Gamma$. In all of our examples, $k\Gamma$ is a number field of low degree (2 or 3), $\Gamma$ is closely related to the unit group of a maximal order in $A\Gamma$, and the ramification of $A\Gamma$ at finite places of $k\Gamma$ is highly constrained. On the geometric side, in each case, we also exploit special features of the low index subgroups of $\Gamma$, including the fact that the orbifold $\mathbb{H}^3/\Gamma$ has a finite-sheeted covering of small index that is a surface bundle over the circle, explicit features of which are exploited heavily. Mostow Rigidity and volume calculations also play an important role.
Once we have a Zariski-dense representation $\rho: \Lambda \to \Gamma$ in hand, we argue, roughly speaking, that if $\rho$ were not surjective then $\Lambda$ would have a finite quotient that $\Gamma$ does not have, contrary to hypothesis; and since $\hat{\Lambda} \cong \hat{\Gamma}$ is Hopfian, the surjectivity of $\hat{\rho}: \hat{\Lambda} \to \hat{\Gamma}$ implies injectivity, so $\rho$ is an isomorphism. In each case, arguments from classical 3–manifold topology reduce us quickly to the case where the image of $\rho$ has finite index in $\Gamma$, and at that stage bespoke arguments about the low-index subgroups of $\Gamma$ and the finite linear quotients of $\Gamma$ are invoked.

We wish to emphasize that our strategy for proving Theorem 1.1 relies on the remarkable fact that the diverse array of arithmetic, geometric and algebraic features needed in the proof can be found in specific examples. It does not extend in an obvious way to any general classes of Kleinian groups. Looking further afield to the case of $\text{SL}(n, \mathbb{Z})$ groups, we consider. Instead of concluding from $\hat{\rho} \cong \hat{T}$ that there exists a useful homomorphism $\Lambda \to T$, one has to contend with another possibility, arising from the three real places of the invariant trace-field $k$. In this case, $\Lambda$ instead has a Zariski-dense representation to the Hilbert modular group $\text{PSL}(2, \mathbb{R}_k)$, about whose infinite index subgroups we again know embarrassingly little. There are, however, hyperbolic triangle groups where one has stricter control over their arithmetic, and in [12] we shall explain how the methods of the present paper can be extended to prove that certain of these co-compact Fuchsian groups are profinitely rigid in the absolute sense.

1.1. Organisation of the paper. After gathering some basic facts about profinite completions in §2 and trace-fields in §3 in §4 we prove the general results that lead to the construction of $\rho: \Lambda \to \text{PSL}(2, \mathbb{C})$ as described above. Theorem 4.8 is the key result of a general nature in this section, and Corollary 4.11 applies it to the lattices $\Gamma < \text{PSL}(2, \mathbb{C})$ that are the focus of subsequent sections. These lattices are presented in §5. Prominent among them is $\Gamma = \text{PSL}(2, \mathbb{Z}[\omega])$, where $\omega$ denotes a primitive cube root of unity, i.e. $\omega^3 + \omega + 1 = 0$. The orbifold $\mathbb{H}^3/\Gamma$ associated to this Bianchi group is a non-compact orientable arithmetic 3–orbifold, which is a 4–sheeted cover of the non-orientable orbifold of minimal volume. We also describe all of the lattices that contain $\Gamma$, as well as the Weeks manifold, which is the unique closed hyperbolic 3–manifold of minimal volume. In §6 we prove that, up to conjugacy, the only irreducible representations $\text{PSL}(2, \mathbb{Z}[\omega]) \to \text{PSL}(2, \mathbb{C})$ are the inclusion and its complex conjugate; this is an instance of Galois rigidity, a concept that plays an important role in §4. Particular features of the arithmetic of $\mathbb{Q}(\omega)$, the invariant trace-field of $\text{PSL}(2, \mathbb{Z}[\omega])$, also play a key role in §6, as does an extension of Paoluzzi and Zimmermann’s detailed analysis [10] of epimorphisms $\Gamma \to \text{PSL}(2, \mathbb{F})$, where $\mathbb{F}$ is a finite field. In §7 we prove that $\text{PSL}(2, \mathbb{Z}[\omega])$ is profinitely rigid and in §8 we prove that all of the lattices that contain it are also rigid. In §9 we turn our attention to uniform, torsion-free lattices and prove that the fundamental group of the Weeks manifold is profinitely rigid. Several of our results concerning the low index subgroups of lattices rely on computer calculations, and the code for these is presented in §10.
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2. Preliminaries concerning profinite groups

In this section we gather some results and remarks about profinite groups that we shall need. Let \( \Gamma \) be a finitely generated group. The profinite completion of \( \Gamma \) is defined as \( \hat{\Gamma} = \varprojlim \Gamma/N \) where the inverse limit is taken over the normal subgroups of finite index \( N < \Gamma \) ordered by reverse inclusion. \( \hat{\Gamma} \) is a compact, totally disconnected topological group.

The natural homomorphism \( i: \Gamma \to \hat{\Gamma} \) is injective if and only if \( \Gamma \) is residually finite, and the image is always dense. Hence, the restriction to \( \Gamma \) of any continuous epimorphism from \( \hat{\Gamma} \) to a finite group is onto. A deep theorem of Nikolov and Segal [39] implies that if \( \Gamma \) is finitely generated then every homomorphism from \( \hat{\Gamma} \) to a finite group is continuous, and so every finite index subgroup \( \hat{\Gamma} \) is open. The following proposition records the correspondence between subgroups of finite index in a discrete group and its profinite completion (see [43, Prop 3.2.2]). Note that we have used [39] to replace “open subgroup” in the profinite setting by “finite index subgroup”. Given a subset \( X \) of a profinite group \( G \), we write \( \overline{X} \) to denote the closure of \( X \) in \( G \).

**Proposition 2.1.** For every finitely generated, residually finite group \( \Gamma \), there is a bijection from the set \( X \) of all finite-index subgroups of \( \Gamma \) to the set \( Y \) of all finite-index subgroups of \( \hat{\Gamma} \). If \( \Gamma \) is identified with its image in \( \hat{\Gamma} \), then this bijection takes \( H \in X \) to \( \overline{H} \), while its inverse takes \( Y \in Y \) to \( \hat{Y} \cap \Gamma \). Also \( [\Gamma : H] = [\hat{\Gamma} : \overline{H}] \). Moreover, \( \overline{H} \) is normal in \( \hat{\Gamma} \) if and only if \( H \) is normal in \( \Gamma \), in which case \( \Gamma/H \cong \hat{\Gamma}/\overline{H} \).

**Corollary 2.2.** If \( \Gamma_1 \) and \( \Gamma_2 \) are finitely generated groups with \( \hat{\Gamma}_1 \cong \hat{\Gamma}_2 \), then there is a one-to-one correspondence between the subgroups of finite index in \( \Gamma_1 \) and the subgroups of finite index in \( \Gamma_2 \); this correspondence preserves index and takes normal subgroups to normal subgroups.

**Proof.** Fixing an identification \( \hat{\Gamma}_1 = \hat{\Gamma}_2 \), the correspondence is \( H \mapsto \overline{H} \cap \Gamma_2 \) for \( H < \Gamma_1 \). \( \square \)

We will also find it useful to count conjugacy classes of finite-index subgroups.

**Lemma 2.3.** Let \( \Gamma_1 \) and \( \Gamma_2 \) be finitely generated groups. If \( \hat{\Gamma}_1 \cong \hat{\Gamma}_2 \) then, for every integer \( d \), the number of conjugacy classes of subgroups of index \( d \) in \( \Gamma_1 \) is equal to the number in \( \Gamma_2 \). Moreover, the sizes of the conjugacy classes are the same in \( \Gamma_1 \) and \( \Gamma_2 \).

**Proof.** Each of \( \Gamma_1 \) and \( \hat{\Gamma}_1 \) acts on its set of index \( d \) subgroups by conjugation and the bijection between these sets \( H \mapsto \overline{H} \) is equivariant with respect to \( \Gamma \to \hat{\Gamma} \). Thus the orbit structure for the action of \( \Gamma \) is an invariant of \( \hat{\Gamma} \). \( \square \)

A standard argument shows that finitely generated groups \( \Gamma_1, \Gamma_2 \) have the same set of finite quotients if and only if \( \hat{\Gamma}_1 \cong \hat{\Gamma}_2 \) (see [23]). We also require two other basic facts. First, if \( \text{Epi}(\Gamma, Q) \) denotes the set of epimorphisms from the group \( \Gamma \) to the finite group \( Q \), there is a bijection \( \text{Epi}(\hat{\Gamma}, Q) \to \text{Epi}(\Gamma, Q) \) (so if \( \hat{\Gamma}_1 \cong \hat{\Gamma}_2 \) then \( |\text{Epi}(\Gamma_1, Q)| = |\text{Epi}(\Gamma_2, Q)| \)). Second, we require the following elementary but useful lemma.

**Lemma 2.4.** Let \( \Gamma_1 \) and \( \Gamma_2 \) be finitely generated groups. If \( \Gamma_1 \) surjects a dense subgroup of \( \hat{\Gamma}_2 \) then \( b_1(\Gamma_1) \geq b_1(\Gamma_2) \). If \( \Gamma_1 \cong \hat{\Gamma}_2 \) then \( H_1(\Gamma_1, \mathbb{Z}) \cong H_1(\Gamma_2, \mathbb{Z}) \).

Finally, we need to consider the relationship between the profinite completion of a group and the profinite completions of its subgroups. Let \( \Gamma \) be a finitely generated, residually finite group with subgroup \( \Delta < \Gamma \). The inclusion \( \Delta \to \Gamma \) induces a continuous homomorphism \( \hat{\Delta} \to \hat{\Gamma} \) whose image is \( \overline{\Delta} \). The map \( \hat{\Delta} \to \hat{\Gamma} \) is injective if and only if \( \overline{\Delta} \cong \overline{\Delta} \); and we say that \( \Gamma \) induces the full profinite
topology on $\Delta$ when that holds. As $\Gamma$ is finitely generated, this is equivalent to the statement that for every finite index subgroup $I < \Delta$ there is a finite index subgroup $S < \Gamma$ such that $S \cap \Delta \subset I$. Note that if $\Delta < \Gamma$ is of finite index, then $\Gamma$ induces the full profinite topology on $\Delta$.

3. Finitely generated subgroups of $\text{PSL}(2, \mathbb{C})$ with algebraic traces

To fix notation, it will be convenient to record some basic facts about trace-fields of finitely generated subgroups of $\text{PSL}(2, \mathbb{C})$. Kleinian groups are subgroups of $\text{PSL}(2, \mathbb{C})$, but throughout the paper it is often convenient to pass to $\text{SL}(2, \mathbb{C})$. Indeed many of the arguments are given in $\text{SL}(2, \mathbb{C})$ and are applied to the pre-image of a subgroup of $\text{PSL}(2, \mathbb{C})$. For concreteness, let $\phi: \text{SL}(2, \mathbb{C}) \to \text{PSL}(2, \mathbb{C})$ be the quotient homomorphism. For $H$ a finitely generated subgroup of $\text{PSL}(2, \mathbb{C})$, we define $H_1 = \phi^{-1}(H)$. It will be convenient to refer to $H$ as being Zariski-dense in $\text{PSL}(2, \mathbb{C})$, by which we mean $H_1$ is a Zariski-dense subgroup of $\text{SL}(2, \mathbb{C})$.

3.1. Trace-fields. The trace-field of $H$ is defined to be $K_H = \mathbb{Q}(\text{tr}(\gamma) : \gamma \in H_1)$. We say that $H$ has integral traces if $\text{tr}(\gamma) \in R_{K_H}$ for all $\gamma \in H_1$ where $R_{K_H}$ is the ring of algebraic integers in $K_H$. The field $K_H$ need not be a number field. However, one well-known situation when $K_H$ is a number field is when $H$ is rigid (i.e. when $H$ has only finitely many Zariski-dense representations to $(P) \text{SL}(2, \mathbb{C})$ up to conjugation). Let $X_{zar}(H, \mathbb{C})$ denote the set of Zariski-dense representations of $H$ up to conjugacy in $(P) \text{SL}(2, \mathbb{C})$. The following is a consequence of Weil rigidity; see [32, Ch 1].

**Lemma 3.1.** If $H < \text{PSL}(2, \mathbb{C})$ is finitely generated and $X_{zar}(H, \mathbb{C}) < \infty$, then $|K_H : \mathbb{Q}| < \infty$.

3.2. Invariant trace-field and quaternion algebra. The invariant trace-field of $H$ is defined to be $k_H = \mathbb{Q}(\text{tr}(\gamma^2) : \gamma \in H_1)$. Alternatively, $k_H = K_{H^{(2)}}$ where $H^{(2)}$ is the subgroup of $H$ generated by $\{\gamma^2 : \gamma \in H\}$. Now $K_H$ is a multi-quadratic extension of $k_H$ of degree $2^s$ for some $s \geq 0$. In particular, if $H$ has no $\mathbb{Z}/2\mathbb{Z}$ quotient, then $s = 0$ and $K_H = k_H$. The group $H_1$ generates a $K_H$-quaternion algebra $A_0H$ and $H_1^{(2)} \leq H_1$ generates a $k_H$-quaternion algebra $AH$ called the invariant quaternion algebra. When $H_1$ has integral traces, $H_1$ generates an $R_{K_H}$-order $\mathcal{O}H$ in $A_0H$ (see [32, Ch 3] for more details on this material). Conversely, if $H_1$ is contained in an order of $A_0H$, then $H_1$ has integral traces. Similar statements hold for the invariant trace-field and quaternion algebra.

**Remark 3.2.** An alternative description of the invariant trace-field was given by Vinberg [15] who showed that $k_H = \mathbb{Q}(\text{tr}(\text{Ad}(\gamma)) : \gamma \in H_1)$, where $\text{Ad}: \text{SL}(2, \mathbb{C}) \to \text{Aut}(\mathfrak{sl}(2, \mathbb{C}))$ is the adjoint representation.

4. Linear Representations and Profinite Completions

In this section we establish the representation theoretic results that we need in pursuit of profinite rigidity. The main result of this section is Theorem 4.8 from which we isolate the special cases that will apply to the Kleinian groups described in the introduction; see Corollary 4.11 and Examples 4.12, 4.13. The core results in this section can be generalised substantially (see [35]), in particular they can be adapted to algebraic groups other than $\text{SL}_2$. We have chosen to focus on $\text{SL}_2$ in order to make the key features that we need as transparent as possible. We are interested in Kleinian groups $i: \Gamma \hookrightarrow (P) \text{SL}_2(\mathbb{C})$ whose only Zariski-dense representations, up to conjugacy, are the Galois conjugate representations (see §4.3). We will argue that this “Galois rigidity” is captured by the continuous representations of $\Gamma$ into $(P) \text{SL}_2(\mathbb{Q}_p)$, for rational primes $p$, and that it is transmitted through $\Gamma$ to any finitely generated group $\Delta$ with $\Gamma \cong \Delta$. The Zariski-dense representations $\Delta \to (P) \text{SL}_2(\mathbb{C})$ are in bijection with those of $\Gamma$ and the associated arithmetic structure is closely tied to that of $\Gamma$. In the cases that are of particular interest to us, the resulting
control on the arithmetic is sufficient to force \( \Delta \) to have a Zariski-dense representation whose image lies in \( \Gamma \) (or a small index extension of it) and this representation is the key output from this section.

4.1. Preliminaries. We recall some standard terminology and fix notation. The set of primes \( p \in \mathbb{N} \) together with \( \infty \) will be denoted by \( P \). For each \( p \in P \), the metric completion of \( \mathbb{Q} \) with respect to the \( p \)-adic metric will be denoted by \( \mathbb{Q}_p \); note that \( \mathbb{Q}_\infty = \mathbb{R} \). We will refer to the metric topology on \( \mathbb{Q}_p \) and associated spaces (subsets, varieties over \( \mathbb{Q}_p \), quotients, etc.) as the \( p \)-adic analytic topology. For each \( p \in P \setminus \{ \infty \} \), the algebraic closure \( \overline{\mathbb{Q}}_p \) of \( \mathbb{Q}_p \) is isomorphic to \( \mathbb{C} \) as a field but not as a metric field: any isomorphism will induce maps on associated varieties which are continuous with respect to the Zariski topology but not the \( p \)-adic analytic topologies.

Given a number field \( K/\mathbb{Q} \), we denote the degree of \( K \) over \( \mathbb{Q} \) by \( n_K \) and the ring of algebraic integers of \( K \) by \( \mathcal{O}_K \). For each \( p \in P \), the set of injective field homomorphisms (i.e., embeddings) \( \sigma: K \to \overline{\mathbb{Q}}_p \) is denoted by \( \mathcal{E}^p_K \). Note that \( |\mathcal{E}^p_K| = n_K \). The set of embeddings of \( K \) over all \( p \in P \) is denoted by \( \mathcal{E}_K \). The set of embeddings over all finite \( p \) is denoted by \( \mathcal{E}^\infty_K \). For \( \sigma \in \mathcal{E}^\infty_K \), we say that \( \sigma \) is real if \( \sigma(K) \subset \mathbb{R} \) and that it is complex otherwise. The group of continuous (analytic) automorphisms \( \text{Aut}_c(\mathbb{Q}_p) \) acts on \( \mathcal{E}^p_K \) by post-composition. The orbits are called the places of \( K \) over \( p \). The set of places of \( K \) over \( p \) is denoted by \( V^p_K \). The union of these sets over all \( p \in P \setminus \{ \infty \} \) is the set of finite places \( V^f_K \), and when the set \( V^\infty_K \) of infinite places is added we get the set \( V_K \) of all places. Specific infinite places \( v \in V^\infty_K \) can be termed real or complex as the action of \( \text{Aut}_c(\mathbb{C}) \equiv \mathbb{Z}/2 \) preserves \( \mathbb{R} \). Given \( v \in V_K \) associated to \( \sigma: K \to \overline{\mathbb{Q}}_p \), we denote the metric closure of \( \sigma(K) \) in \( \overline{\mathbb{Q}}_p \) by \( K_v \), noting that the isomorphism class of this locally compact field depends only on \( v \).

Given a quaternion algebra \( B/K \) and \( \sigma \in \mathcal{E}^\infty_K \) with associated \( v \in V^f_K \), we set \( B_v = B \otimes_{\sigma(K)} K_v \). Note that \( B_v \) is isomorphic to the topological closure of \( B \) in \( B \otimes_{\sigma(K)} \overline{\mathbb{Q}}_p \equiv M(2, \overline{\mathbb{Q}}_p) \) in the \( p \)-adic analytic topology. We say that \( B \) is ramified at \( v \in V_K \) if \( B_v \) is a division algebra and we denote the set of ramified places by \( \text{Ram}(B) \). We denote the subsets of finite and infinite ramified places of \( B \) by \( \text{Ram}_f(B) \) and \( \text{Ram}_\infty(B) \). By class field theory, a quaternion algebra \( B/K \) is determined up to \( K \)-isomorphism by the set of \( K_v \)-isomorphism classes \( \{B_v\}_{v \in V_K} \); in particular, \( B \) is determined by \( \text{Ram}(B) \), which is finite and of even cardinality (see for example [22]). We denote the group of units of \( B \) by \( B^\times \) and the group of reduced norm one elements by \( B^1 \). Given an \( R_K \)-order \( \mathcal{O} \) of \( B \), we set \( \mathcal{O}^\times = \mathcal{O} \cap B^\times \) and \( \mathcal{O}^1 = \mathcal{O} \cap B^1 \). Given \( v \in V_K \) associated to \( \sigma \in \mathcal{E}_K \), we denote the closure of \( \sigma(\mathcal{O}) \) in \( B_v \) by \( \mathcal{O}_v \) and the closure of \( \sigma(R_K) \) in \( K_v \) by \( R_v \). We note that \( \mathcal{O}_v \) is an \( R_v \)-order in \( B_v \).

4.2. Bounded Representations and Profinite Completions. Given a finitely generated group \( \Lambda \), a homomorphism \( \Lambda \to \text{SL}(2, \overline{\mathbb{Q}}_p) \) is said to be bounded if its image is bounded (i.e. pre-compact) in the \( p \)-adic analytic topology. For all finite primes \( p \), the universal property of the profinite completion \( \hat{\Lambda} \) provides a correspondence between representations \( \hat{\Lambda} \to \text{SL}(2, \overline{\mathbb{Q}}_p) \) that are continuous in the \( p \)-adic analytic topology and bounded representations \( \Lambda \to \text{SL}(2, \overline{\mathbb{Q}}_p) \); see Lemma 4.3. Conjugacy classes are preserved by this correspondence, as is Zariski-denseness. Thus we obtain five related sets of representations, for which it is convenient to have names:

\[
\begin{align*}
X_b(\Lambda, \overline{\mathbb{Q}}_p) &= \{ \text{the conjugacy classes of bounded representations } \Lambda \to \text{SL}(2, \overline{\mathbb{Q}}_p) \} \\
X_c(\hat{\Lambda}, \overline{\mathbb{Q}}_p) &= \{ \text{the conjugacy classes of continuous representations } \hat{\Lambda} \to \text{SL}(2, \overline{\mathbb{Q}}_p) \} \\
X_{\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p) &= \{ \text{the conjugacy classes of Zariski-dense representations } \Lambda \to \text{SL}(2, \overline{\mathbb{Q}}_p) \} \\
X_{c,\text{zar}}(\hat{\Lambda}, \overline{\mathbb{Q}}_p) &= \{ \text{the conjugacy classes of Zariski-dense continuous representations } \hat{\Lambda} \to \text{SL}(2, \overline{\mathbb{Q}}_p) \} \\
X_{b,\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p) &= X_b(\Lambda, \overline{\mathbb{Q}}_p) \cap X_{\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p).
\end{align*}
\]
Let $p_1, p_2 \in P$. Any field isomorphism $\theta: \overline{\mathbb{Q}}_{p_1} \to \overline{\mathbb{Q}}_{p_2}$ will induce an isomorphism of abstract groups $\text{SL}(2, \overline{\mathbb{Q}}_{p_1}) \to \text{SL}(2, \overline{\mathbb{Q}}_{p_2})$ and a bijection $\theta_\star: \text{X}_{\text{zar}}(\Lambda, \overline{\mathbb{Q}}_{p_1}) \to \text{X}_{\text{zar}}(\Lambda, \overline{\mathbb{Q}}_{p_2})$, so

$$|\text{X}_{\text{zar}}(\Lambda, \overline{\mathbb{Q}}_{p_1})| = |\text{X}_{\text{zar}}(\Lambda, \overline{\mathbb{Q}}_{p_2})|.$$  \hfill (1)

**Proposition 4.1.** Let $\Lambda$ and $\Delta$ be finitely generated groups with $\hat{\Lambda} \cong \hat{\Delta}$. If $\text{X}_{\text{zar}}(\Lambda, \mathbb{C})$ is finite, then so is $\text{X}_{\text{zar}}(\Delta, \mathbb{C})$, and $|\text{X}_{\text{zar}}(\Delta, \mathbb{C})| = |\text{X}_{\text{zar}}(\Lambda, \mathbb{C})|$.

To prove this proposition, we need two lemmas.

**Lemma 4.2.** Let $\Lambda$ be a finitely generated group. If $\phi_1, \ldots, \phi_n: \Lambda \to \text{SL}(2, \mathbb{C})$ are Zariski-dense representations then for all but finitely many $p \in P \smallsetminus \{\infty\}$ there is a field isomorphism $\theta: \mathbb{C} \to \overline{\mathbb{Q}}_p$ such that each of the representations $\theta_\star(\phi_i)$ is bounded. If $\text{X}_{\text{zar}}(\Lambda, \mathbb{C})$ is finite then $|\text{X}_{\text{zar}}(\Lambda, \mathbb{C})| = |\text{X}_{b,\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p)|$ and $\text{X}_{\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p) = \text{X}_{b,\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p)$ for all but finitely many $p \in P \smallsetminus \{\infty\}$.

**Proof.** Let $A$ be the finitely generated subring of $\mathbb{C}$ generated by the matrix coefficients $\phi_i(\Lambda)$ for $i = 1, \ldots, n$. By Noether normalization, there exists $b \in \mathbb{Z}$ such that $A[b^{-1}]$ is isomorphic to a finite extension of $\mathbb{Z}[b^{-1}][x_1, \ldots, x_m]$. For any finite $p$ which does not divide $b$, we obtain a ring embedding $\theta: A \to \overline{\mathbb{Q}}_p$ such that $\theta(A)$ is bounded by sending the transcendentals $x_1, \ldots, x_m$ to $m$ independent transcendentals in $\mathbb{Z}_p$. This embedding has a unique extension to the field of fractions of $A$, which we identify with a subfield of $\mathbb{C}$. Using the axiom of choice, this in turn can be extended to the desired field isomorphism $\theta: \mathbb{C} \to \overline{\mathbb{Q}}_p$. If $\text{X}_{\text{zar}}(\Lambda, \mathbb{C}) = \{\phi_1, \ldots, \phi_n\}$, then $\theta_\star$ defines an injection $\text{X}_{\text{zar}}(\Lambda, \mathbb{C}) \to \text{X}_{b,\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p)$ for all $p$ not dividing $b$, and (1) completes the proof.\hfill □

When $\hat{\Lambda} \cong \hat{\Delta}$, one can indirectly relate the complex representation theory of $\Gamma$ to that of $\Lambda$ via $\text{X}_c(\hat{\Lambda}, \overline{\mathbb{Q}}_p)$.

**Lemma 4.3.** If $\Lambda$ is finitely generated then for each finite $p$, the map $\text{X}_c(\Lambda, \overline{\mathbb{Q}}_p) \to \text{X}_b(\Lambda, \overline{\mathbb{Q}}_p)$ given by composing representations with the canonical map $\Lambda \to \hat{\Lambda}$ is a bijection, and it restricts to a bijection from $\text{X}_{c,\text{zar}}(\hat{\Lambda}, \overline{\mathbb{Q}}_p)$ to $\text{X}_{b,\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p)$.

**Proof.** The image of any continuous representation $\hat{\phi}: \hat{\Lambda} \to \text{SL}(2, \overline{\mathbb{Q}}_p)$ is compact, so its restriction to the image of $\Lambda$ is bounded. Conversely, given $\phi: \Lambda \to \text{SL}(2, \overline{\mathbb{Q}}_p)$, since $\phi(\Lambda)$ is finitely generated, there exists a finite extension $F/\mathbb{Q}_p$ such that $\phi(\Lambda) < \text{SL}(2, F)$. The closed subgroup $\text{SL}(2, F) < \text{SL}(2, \overline{\mathbb{Q}}_p)$ is locally profinite (i.e. Hausdorff, locally compact, and totally disconnected), so if $\phi$ is bounded then the topological closure $\bar{\phi}(\Lambda)$ of $\phi(\Lambda)$ is a profinite group, and hence $\phi$ extends to a continuous representation of $\Lambda$. As conjugation in $\text{SL}(2, \overline{\mathbb{Q}}_p)$ is continuous and the image of $\Lambda$ is dense in $\hat{\Lambda}$, the correspondence between continuous representations of $\Lambda$ and bounded representations of $\Lambda$ induces a bijection $\text{X}_c(\hat{\Lambda}, \overline{\mathbb{Q}}_p) \to \text{X}_b(\Lambda, \overline{\mathbb{Q}}_p)$. The correspondence preserves Zariski-denseness because the $p$-adic analytic topology is finer than the Zariski topology.\hfill □

**Proof of Proposition 4.1.** If $|\text{X}_{\text{zar}}(\Delta, \mathbb{C})|$ were greater than $N(\Lambda) := |\text{X}_{\text{zar}}(\Lambda, \mathbb{C})|$, then Lemma 4.2 would imply for almost all finite primes $|\text{X}_{b,\text{zar}}(\Delta, \overline{\mathbb{Q}}_p)| > N(\Lambda)$. By Lemma 4.3, $|\text{X}_{b,\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p)| = |\text{X}_{c,\text{zar}}(\hat{\Lambda}, \overline{\mathbb{Q}}_p)| = |\text{X}_{c,\text{zar}}(\hat{\Lambda}, \overline{\mathbb{Q}}_p)| = |\text{X}_{b,\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p)|$. However, $N(\Lambda) = |\text{X}_{b,\text{zar}}(\Lambda, \overline{\mathbb{Q}}_p)|$ for almost all $p$ by Lemma 4.2 which is a contradiction.\hfill □

**4.3. Galois Rigidity.** In order to produce the necessary representations needed for profinite rigidity, we require lattices with the fewest possible Zariski-dense representations. Consider the situation where $\Gamma$ is a finitely generated group with $\rho: \Gamma \to (\mathbb{P})\text{SL}(2, \mathbb{C})$ a Zariski-dense representation such that $K = K_{\rho(\Gamma)}$ is a number field of degree $n_K$. As $K = \mathbb{Q}(\theta)$ for some algebraic number $\theta$, the Galois conjugates $\theta = \theta_1, \ldots, \theta_{n_K}$ of $\theta$ provide embeddings $\sigma_i: K \to \mathbb{C}$ defined by $\theta \mapsto \theta_i$. These in turn can be used to build $n_K$ Zariski-dense non-conjugate representations $\rho_{\sigma_i}: \Gamma \to (\mathbb{P})\text{SL}(2, \mathbb{C})$ with the property that $\text{tr}(\rho_{\sigma_i}(\gamma)) = \sigma_i(\text{tr} \rho(\gamma))$ for all $\gamma \in \Gamma$. We will refer to these as Galois
conjugate representations. We see from this construction that $|X_{zar}(\Gamma, \mathbb{C})| \geq n_K$ which motivates the following definition.

**Definition 4.4 (Galois Rigid).** Let $\Gamma$ be a finitely generated group and let $\rho: \Gamma \to (P)\text{SL}(2, \mathbb{C})$ be a Zariski-dense representation whose trace-field $K_{\rho(\Gamma)}$ is a number field. If $|X_{zar}(\Gamma, \mathbb{C})| = n_{K_{\rho(\Gamma)}}$, we say that $\Gamma$ is **Galois rigid** (with associated field $K_{\rho(\Gamma)}$).

When we say that a subgroup of $(P)\text{SL}(2, \mathbb{C})$ is Galois rigid, we are implicitly taking $\rho$ to be the inclusion map. Note that if $\Gamma$ is Galois rigid, then any irreducible representation with infinite image can serve as $\rho$, as any such representation is a Galois conjugate of any other. In particular, $K_{\rho(\Gamma)}$ is an intrinsic invariant of $\Gamma$, as is the quaternion algebra $A_0\Gamma$ and the group homomorphism $\Gamma \to A_0\Gamma^1$. Integrality of traces plays a key role in what follows and is a necessary property beyond Galois rigidity. From the discussion in [3.2] integrality is assured if $\Gamma$ is contained in an order $\mathcal{O} < A_0\Gamma$.

**Lemma 4.5.** Suppose that $\Gamma$ is a finitely generated, residually finite group with the property that for each Zariski-dense representation $\rho: \Gamma \to (P)\text{SL}(2, \mathbb{C})$ we have $\text{tr}(\rho(\gamma)) \in R_{K_{\rho(\Gamma)}}$ for all $\gamma \in \Gamma$ and for some number field $K_{\rho(\Gamma)}$. Then $X_{zar}(\Gamma, \mathbb{C}) = X_{b,zar}(\Gamma, \mathbb{C})$ for all primes $p$.

**Proof.** For convenience we work with $\rho: \Gamma \to \text{SL}(2, \mathbb{C})$, a Zariski-dense representation as in the statement of lemma. We replace $\mathbb{C}$ with $\mathbb{Q}_p$ by fixing a field isomorphism $\mathbb{C} \to \mathbb{Q}_p$; note that this preserves algebraic integers. Then $K = K_{\rho(\Gamma)}$ is a number field, and the traces of elements $\rho(\gamma)$ are algebraic integers in $K \subset \overline{\mathbb{Q}}_p$. In particular, for any place $v \in V_K^p$, $K_v$ is a finite extension of $\mathbb{Q}_p$, and integrality implies that $\text{tr}(\rho(\gamma)) \in R_v$ for all $\gamma \in \Gamma$. In particular, since $R_v$ is compact, $\text{tr}(\rho(\gamma))$ is bounded. Thus the representation $\rho: \Gamma \to \text{SL}(2, \overline{\mathbb{Q}}_p)$ has bounded traces. But it is a standard argument that a representation with bounded traces is bounded. Briefly, following the construction of [3.2] taking the $R_v$ span of $\rho(\Gamma)$ in $M(2, \overline{\mathbb{Q}}_p)$ determines an $R_v$-order of a quaternion algebra $B_v$. The elements of norm 1 in this order form a compact subgroup of $\text{SL}(2, \overline{\mathbb{Q}}_p)$ (see [32] Ch 7 for example), and so the representation is bounded. \(\square\)

Comparing [1] with Lemmas 4.3, 4.5 and Proposition 4.1 we have:

**Lemma 4.6.** Let $\Delta$ be a Galois rigid group with associated field $K$, each of whose Zariski-dense representations to $(P)\text{SL}(2, \mathbb{C})$ has integral traces. Suppose that $\Delta$ is a finitely generated group with $\hat{\Delta} \cong \hat{\Lambda}$. Then,

(i) $|X_{b,zar}(\Delta, \overline{\mathbb{Q}}_p)| = n_K$ for all finite $p \in P$,

(ii) $|X_{zar}(\Delta, \mathbb{C})| = n_K$,

(iii) $X_{b,zar}(\Delta, \overline{\mathbb{Q}}_p) = X_{zar}(\Delta, \overline{\mathbb{Q}}_p)$ for all finite $p$.

**Remark 4.7.** If $\Gamma$ is a finitely generated group with Serre’s property FA (i.e. it cannot act on a tree without a global fixed point), then the $\text{PSL}(2, \mathbb{C})$-character variety $Y(\Gamma)$ consists of only finitely many points (see [10]). However this does not imply Galois rigidity. Equally, being Galois rigid does not imply Property FA; $\Gamma < \text{PSL}(2, \mathbb{C})$ can be Galois rigid but still have elements that do not have integral traces. It can also happen that $b_1(\Gamma) > 0$ but $\Gamma$ is still Galois rigid, because Galois rigidity is only concerned with Zariski-dense representations.

### 4.4 Profinite rigidity via Galois rigidity

We now fix a number field $K$, a quaternion algebra $B/K$, and a maximal order $\mathcal{O} < B$. We will assume that $\Gamma < \mathcal{O}^1$ is a finitely generated subgroup such that $K_{\Gamma} = K$ and we identify $A_0\Gamma$ with $B$. We denote the inclusion $\Gamma \to B^1$ by $\phi$. We now state the main technical result of this section.

**Theorem 4.8.** Let $K, B, \mathcal{O},$ and $\Gamma$ be as above, assume that $\Gamma$ is Galois rigid and assume that $\Delta$ is a finitely generated residually finite group with $\hat{\Delta} \cong \hat{\Gamma}$. Then there is a number field $K'$, a
quaternion algebra $B'/K'$, a maximal order $O' < B'$, and a Zariski-dense homomorphism $\phi': \Delta \to (O')^1 < (B')^1 \subset \text{SL}(2, \mathbb{C})$ such that the following hold:

(i) $\Delta$ is Galois rigid with associated field $K'$.

(ii) There are bijective functions $\bar{\tau}: E_{K'} \to E_K$ and $\tau: V_{K'} \to V_K$ with $K'_w \cong K_{\tau(w)}$ for all $w \in V_{K'}$. Hence, $K$ and $K'$ are arithmetically equivalent and have isomorphic adele rings.

(iii) $B'_w \cong B_{\tau(w)}$ for all $w \in V_K$.

(iv) Up to isomorphism, there are only finitely many possibilities for $K'$, $B'$, and $O'$.

In the forthcoming article [36], a more general version of Theorem 4.8 will be proven.

Proof of Theorem 4.8 By Lemma 4.6 (ii), $X_{\text{zar}}(\Delta, \mathbb{C})$ is nonempty. Let $\psi \in X_{\text{zar}}(\Delta, \mathbb{C})$, set $K' = \text{Ker}(\psi(\Delta))$, and $K''$ be the quaternion algebra $A_0 \psi(\Delta)$ and let $\phi': \Delta \to (B')^1$ denote the homomorphism given by viewing $B'$ as an abstract quaternion algebra. By Lemma 4.6 (ii), we have $|X_{\text{zar}}(\Delta, \mathbb{C})| = n_K$, so $n_{K'} \leq n_K$, and we conclude that $K'$ is a number field. To show that $\Delta$ is Galois rigid we need to prove that $n_{K'} = n_K$. This will be done by establishing that $K$ and $K'$ are arithmetically equivalent from which $n_K = n_{K'}$ follows (see [33]). Indeed we will prove that $\text{Adj}_K$ and $\text{Adj}_{K'}$, the adele rings of $K$ and $K'$, are isomorphic.

The first part of this is to construct bijective functions $\tau_p: V_{K'} \to V_K$ for each $p \in \mathfrak{p} \setminus \{\infty\}$ such that $K'_p \cong K_{\tau_p^p}$ for each $p \in V_{K'}$. To that end, using the homomorphism $\phi': \Delta \to (B')^1$ and $p \in \mathfrak{p} \setminus \{\infty\}$, we obtain $n_{K'}$ non-conjugate, Zariski-dense representations $\{\phi'_1, \ldots, \phi'_{n_{K'}}\}$ into $\text{SL}(2, \mathbb{C}_{\mathfrak{p}})$ as follows: for $\sigma' \in E_{K'}$, associated to $w \in V_{K'}$, we have an algebra injection $B' \to B' \otimes_{\sigma'(K')} K'_w \subset M(2, \mathbb{C}_{\mathfrak{p}})$ which induces an injective homomorphism when restricted to $\phi'(\Delta)$ and hence a homomorphism $\phi'_p: \Delta \to \text{SL}(2, \mathbb{C}_{\mathfrak{p}})$ with Zariski dense image. Hence $\phi'_p \in X_{\text{zar}}(\Delta, \mathbb{C}_{\mathfrak{p}})$. For distinct $\sigma_1', \sigma_2' \in E_{K'}$, the representations $\phi'_1$, $\phi'_2$ are not conjugate as they have distinct characters.

Since $\Gamma \cong \Delta$, from Lemma 4.6 (i) we have $|X_{\text{zar}}(\Gamma, \mathbb{Q}_{\mathfrak{p}})| = n_K$, and by Lemma 4.6 (iii), $X_{\text{zar}}(\Gamma, \mathbb{Q}_{\mathfrak{p}}) = X_{\text{zar}}(\Delta, \mathbb{Q}_{\mathfrak{p}})$ for all finite $\mathfrak{p}$.

Given this set up, for $\sigma' \in E_{K'}$, we can define functions $\tilde{\tau}_p: E_{K'} \to E_K$ as follows: as noted above, the representation $\phi'_p: \Delta \to \text{SL}(2, \mathbb{Q}_{\mathfrak{p}})$ is Zariski-dense with bounded image; using $\Gamma \cong \Delta$, we deduce from Lemma 4.3 that there is a unique $\sigma \in E_K$ so that $\phi'_p$ and $\phi_\sigma$ are conjugate representations, and so we set $\tilde{\tau}_p(\sigma') = \sigma$. Note that $\tilde{\tau}_p: E_{K'} \to E_K$ is injective since the representations induced by distinct embeddings of $K'$ are not conjugate.

To show that the functions $\tilde{\tau}_p$ give rise to injective functions $\bar{\tau}_p: V_{K'} \to V_K$ we must show that if $\sigma_1', \sigma_2' \in E_{K'}$ are Aut$(\mathbb{Q}_{\mathfrak{p}})$-equivalent, then $\tilde{\tau}_p(\sigma_1'), \tilde{\tau}_p(\sigma_2') \in E_K$ are Aut$(\mathbb{Q}_{\mathfrak{p}})$-equivalent. Let $\sigma_1', \sigma_2' \in E_{K'}$, with $\sigma_2 = \varphi \circ \sigma_1'$ for some $\varphi \in \text{Aut}(\mathbb{Q}_{\mathfrak{p}})$ and set $\sigma_i = \tilde{\tau}_p(\sigma_i')$ for $i = 1, 2$. By definition of $\tilde{\tau}_p$, we have continuous Zariski-dense representations

$$\tilde{\phi}'_1, \tilde{\phi}'_2, \tilde{\phi}_1, \tilde{\phi}_2: \Gamma \to \text{SL}(2, \mathbb{Q}_{\mathfrak{p}})$$

such that $\tilde{\phi}'_2$ is conjugate to $\tilde{\phi}_1$ for $i = 1, 2$ and $\tilde{\phi}'_1 = \varphi_\sigma \circ \tilde{\phi}'_1$ where $\varphi_\sigma: \text{SL}(2, \mathbb{Q}_{\mathfrak{p}}) \to \text{SL}(2, \mathbb{Q}_{\mathfrak{p}})$ is the automorphism induced by $\varphi$. So up to conjugation, $\varphi_\sigma = \varphi_\sigma \circ \tilde{\phi}'_1$ up to conjugation, so $\sigma_2 = \varphi \circ \sigma_1$. Thus, $\tilde{\tau}_p$ induces an injective function $\tau_p: V_{K'} \to V_K$. Varying $p \in \mathfrak{p} \setminus \{\infty\}$ induces injective functions $\bar{\tau}_\gamma: E_{K'} \to E_K$ and $\gamma: V_{K'} \to V_K$.

Since $\Delta$ and $\Gamma$ are dense in $\Delta \cong \Gamma$, for each finite embedding $\sigma' \in E_{K'}$, the sets $\{\text{tr} \phi_\sigma(\delta)\}_{\delta \in \Delta}$ and $\{\text{tr} \phi_\sigma(x)\}_{x \in \Gamma}$ are dense in

$$\{\text{tr} \phi_\sigma(x)\}_{x \in \Gamma} = \{\text{tr} \phi_\sigma(x)\}_{x \in \Gamma}.$$
Hence, the fields generated by \( \{ \text{tr } \phi_\sigma'(\delta) \}_{\delta \in \Delta} \) and \( \{ \text{tr } \phi_\tau(\sigma')(\gamma) \}_{\tau \in \Gamma} \) have the same closures and so \( K'_w \cong K_{\tau_j(w)} \) where \( w \in V_{K'}^f \) is associated to \( \sigma' \). To establish that \( \tau_j \) is a bijection we need the following lemma. This appears well-known, but we could not find a proof of this, so we give it in the Appendix.

**Lemma 4.9.** Let \( K \) and \( K' \) be number fields and let \( \tau_j : V_{K'}^f \to V_K^f \) be an injective map of sets. If \( K'_w \cong K_{\tau_j(w)} \) for all \( w \in V_{K'}^f \), then \( \tau_j \) is a bijection.

Given this, \( \tau_j \) is a bijection, and hence \( \tilde{\tau}_p, \tilde{\tau}_f, \tilde{\tau}_p, \) and \( \tau_j \) are all bijections. That \( \tau_f, \tau_j \) can be extended to bijective functions \( \tilde{\tau} : E_{K'} \to E_K \) and \( \tau : V_{K'} \to V_K \) follows from the fact that \( \tau_f \) being a bijection implies that \( K \) and \( K' \) are arithmetically equivalent (see [41]), and hence \( K \) and \( K' \) have the same number of real and complex embeddings/places. Hence, \( n_K = n_{K'} \). This establishes (i).

Now Iwasawa [29] proved that the existence of \( \tau \) is equivalent to the fields \( K \) and \( K' \) having isomorphic adele rings. This establishes (ii).

To prove (iii), we argue as follows. The algebras \( B \) and \( B' \) are generated over \( K \) and \( K' \) by \( \phi(\Gamma) \) and \( \phi'(\Delta) \) respectively. Using the bijection \( \tau \) established in (i), these quaternion algebras are also generated over \( K \) and \( K' \) by \( \phi_\tau(\sigma') \) and \( \phi'_\tau(\sigma') \) respectively (up to isomorphism). Moreover, if we now take the algebras generated by \( \phi_\tau(\sigma') \) and \( \phi'_\tau(\sigma') \) over \( K_{\tau(w)} = K'_w \), we obtain quaternion algebras \( B_{0,\tau(w)} \) and \( B'_{0,w} \) that are isomorphic to \( B_{\tau(w)} \) and \( B'_{w} \) respectively. Now these quaternion algebras are also generated over \( K_{\tau(w)} = K'_w \) by \( \phi_{\tau(\sigma')} \) and \( \phi'_{\tau(\sigma')} \). By the construction in the proof of (i), these groups are conjugate, and so the quaternion algebras \( B_{0,\tau(w)} \) and \( B'_{0,w} \) are isomorphic. Hence \( B_{\tau(w)} \) and \( B'_{w} \) are isomorphic as required.

It remains to show that \( \phi' \) has image contained in some maximal order \( \mathcal{O}' \) of \( B' \). To that end, set \( R' = R_{K'} \) and let \( R_{w}' \) be the associated local ring for \( w \in V_{K'}^f \). As the representations \( \phi_\sigma' \) are bounded for each \( \sigma' \in E_{K'}^p \) and each finite \( p \), we have

\[
\{ \text{tr } \phi_\sigma'(\delta) \}_{\delta \in \Delta} \subset R_{w}'
\]

for each \( w \in V_{K'}^f \). Since \( \{ \text{tr } \phi_\sigma(\delta) \}_{\delta \in \Delta} \subset K' \) for all \( \sigma' \in E_{K'}^f \) and

\[
R' = \bigcap_{w \in V_{K'}^f} (K' \cap R_{w}')
\]

we have \( \{ \text{tr } \phi'(\delta) \}_{\delta \in \Delta} \subset R' \). Thus, as in §3.2, \( \phi'(\Delta) \) generates an order over \( R' \) which is contained in some maximal order \( \mathcal{O}' \).

For (iv), we must analyze how \( K' \), \( B' \), and \( \mathcal{O}'_{B'} \) can fail to be uniquely determined. Since \( K \) and \( K' \) are arithmetically equivalent, they have the same Galois closure, and so there are a finite number of possibilities for \( K' \). For each possible \( K' \), the quaternion algebra \( B'/K' \) is determined by the following information:

1. For each \( v \in \text{Ram}_f(B) \), a choice of \( w \in \text{Ram}_f(B') \) with \( K_v \cong K'_w \).
2. With (1), we get a bijective function \( \text{Ram}_f(B') \to \text{Ram}_f(B) \) and this determines \( \text{Ram}_f(B') \).

It only remains to determine the possible choices for \( \text{Ram}_\infty(B') \). If \( |\text{Ram}_f(B)| \) is even, then we can take \( S = \text{Ram}_\infty(B') \) for any set \( S \) of real places with \( |S| \) even. If \( |\text{Ram}_f(B)| \) is odd, then we can take \( S = \text{Ram}_\infty(B') \) for any set \( S \) of real places with \( |S| \) odd.

As \( \text{Ram}(B') \) is finite, there are only finitely many possibilities for \( B' \). Finally, fixing \( B' \), there are only finitely many maximal orders \( \mathcal{O}'_{B'} \) up to isomorphism. Hence, we can then take our list of possible codomain groups for \( \phi' \) to be \( (\mathcal{O}'_{B'})^1 \) where \( K', B', \) and \( \mathcal{O}'_{B'} \) each range over all of the above choices. \( \square \)

We record a specific corollary that will be utilized in our proofs (a version of this will also be used in the forthcoming paper [12]).
Definition 4.10 (Locally uniform). We say that a quaternion algebra $B/K$ is *locally uniform* if for each $v,v' \in V_{K}^f$ with $K_v \cong K_{v'}$, we have $B_v \cong B_{v'}$.

Corollary 4.11. Let $\Gamma, \Delta, K, K', B, B'$ be as in Theorem 4.8

(i) If $K$ is Galois or has exactly one complex place, then $K' \cong K$.
(ii) If $K' \cong K$, $K$ has at most one real place, and $B$ is locally uniform, then $B' \cong B$.
(iii) (a) If $K$ is imaginary quadratic and Ram($B$) = $\emptyset$, then $K \cong K'$ and $B \cong B'$.

(b) If $n_K = 3$, $K$ has one real place, and Ram($B$) = $\{v_1, v_2\}$ where $v_1$ is a real place and $v_2 \in V_{K}^p$ for a finite $p$ with $V_{K}^p = \{v_2\}$, then $K \cong K'$ and $B \cong B'$.
(iv) If $K, B$ satisfy (ii), (iii) (a) or (iii) (b), then there exists a Zariski-dense representation $\phi': \Delta \to O_{B}^1$ for some maximal order $O_B < B$.

Proof. For (i), by Theorem 4.8 (ii), $K, K'$ are arithmetically equivalent, and so have isomorphic Galois closures by [20, Cor 1.2]. In particular, when $K$ is Galois, then $K \cong K'$. If $K$ has exactly one complex place, then $K \cong K'$ by [20 Cor 1.2].

For (ii), we now assume that $K \cong K'$ and view $B'$ as a quaternion algebra over $K$. We also view $\tau_f$ as a bijective function $\tau_f: V_{K}^f \to V_{K}^f$ with $K_v \cong K_{\tau_f(v)}$ and $B_v \cong B_{\tau_f(v)}$ for each $v \in V_{K}^f$. To prove that $B, B'$ are isomorphic, it suffices to prove that $B_v \cong B'_v$ for all $v \in V_{K}$. For $v \in V_{K}^f$, set $w = \tau_f^{-1}(v)$. As $K_v \cong K_w$ and $B$ is locally uniform, $B_v \cong B_w$. By Theorem 4.8 we have $B_w \cong B'_w$ and so $B_v \cong B'_v$. It remains to prove $B_v \cong B'_v$ when $v \in V_{K}^e$. At each complex place $v$, we have $B_v \cong B'_v \cong M(2, \mathbb{C})$. As $K$ has at most one real place, whether or not Ram($B$), Ram($B'$) contains the real place (if it exists) depends only on the even/odd parity of $|\text{Ram}_f(B)|$, $|\text{Ram}_f(B')|$. As Ram($B$) = Ram($B'$) by the above, we see that either both $B, B'$ ramify at the real place or both $B, B'$ split over the real place. In particular, $B_v \cong B'_v$ when $v$ is real. This proves that $B_v \cong B'_v$ for all $v \in V_K$ as needed.

Parts (a) and (b) of (iii) follow from (i) and (ii). Part (iv) follows from (a) and (b) of (iii) and Theorem 4.8. \qed

We single out two particular cases of Corollary 4.11 that will be important in what follows.

Example 4.12. In the setting of Corollary 4.11, suppose that $\Gamma$ is non-uniform with $K_\Gamma = \mathbb{Q}(\sqrt{-3})$. In this case $B \cong M(2, \mathbb{Q}(\sqrt{-3}))$, and selecting $\mathcal{O} = M(2, \mathbb{Z}[\omega])$ where $\omega^2 + \omega + 1 = 0$, Corollary 4.11 (ii)(a) applies. By Corollary 4.11 (iv), if $\Delta$ is a finitely generated, residually finite group with $\Delta \cong \hat{\Gamma}$, then there is a maximal order $\mathcal{L} < M(2, \mathbb{Q}(\sqrt{-3}))$ and we have $\phi': \Delta \to \mathcal{L}^1$. In this case, since the class number of $\mathbb{Q}(\sqrt{-3})$ is 1, $M(2, \mathbb{Q}(\sqrt{-3}))$ has type number 1; there is a unique conjugacy class of maximal order in $M(2, \mathbb{Q}(\sqrt{-3}))$ (see [32, Ch 7.6]). Thus we may conjugate so that both $\Gamma$ and $\phi'(\Delta)$ are contained as subgroups of finite index in $(P) \text{SL}(2, \mathbb{Z}[\omega])$.

Example 4.13. Assume $\Gamma$ is as in Corollary 4.11 that $K_\Gamma = \mathbb{Q}(\theta)$, that $\theta^3 - \theta^2 + 1 = 0$, and that $B$ is ramified at both the real place of $k$ and the unique place $\nu$ of norm 5. Then Corollary 4.11 (iii)(b) applies. As in Example 4.12, we can deduce from Corollary 4.11 (iv) that for any finitely generated, residually finite group with $\Delta \cong \hat{\Gamma}$ there is a maximal order $\mathcal{O}_B < B$ with $\Delta \to \mathcal{O}_B^1$. As in Example 4.12 the class number of $k$ is 1, so $B$ has type number 1, and hence we can conjugate so that $\Gamma$ and the image of $\Delta$ are both contained as subgroups of finite index in $\mathcal{O}_B^1$.

4.5. Congruence quotients. The results and proofs contained in this section allow us to make some additional conclusions about congruence quotients that will be useful later. Suppose that $\Gamma$ is as in the statement of Theorem 4.8 and suppose also that $\Gamma$ has the following property: *Every finite quotient of $\Gamma$ the form $(P) \text{SL}(2, \mathbb{F}_{p^n})$ arises as a quotient of $\phi_\sigma(\hat{\Delta})$ for some $\sigma$; i.e. as a congruence quotient.* Then this property passes to $\Delta$, in the following sense.

Theorem 4.8 gives a Zariski-dense representation $\phi'$ of $\Delta$ and the proof of that theorem exhibits a family of finite quotients of the form $(P) \text{SL}(2, \mathbb{F}_{p^n})$ transferred through $\phi'_{\sigma^{-1}(\sigma)}(\hat{\Delta})$ to $\Delta$ by restriction.
of $\phi'_{\sim \sigma}(\Delta)$ to $\phi'(\Delta)$, and thereby $\Delta$. Moreover, since $\hat{\Delta} \cong \hat{\Gamma}$, all such quotients of $\Delta$ (and $\phi'(\Delta)$) will arise as a quotient of $\hat{\phi'_{\sim \sigma}}(\Delta)$ for some $\sigma' \in E_{K'}$, i.e. as a congruence quotient.

This construction can be made more explicit in the setting of Corollary 4.11 where we have a Zariski-dense representation $\phi': \Delta \to \mathcal{O}\setminus \mathbb{H}^3$ for some maximal $R_K$-order $\mathcal{O} \subset B$ (with $K = K_\Gamma = K_{\phi'(\Delta)}$). For convenience assume that $\phi'(\Delta) = L < \Gamma$. Let $v \in V^I_K$ with local ring $R_v$ having a local uniformizer $\pi_v$. Assume that $B$ is unramified at $v$. In such a case, the finite quotients of the form (P) $\text{SL}(2, \mathbb{F}_{p_v^\infty})$ come from restricting the following sequence of homomorphisms to $\Gamma$ and $L$:

$$\mathcal{O}\setminus \mathbb{H}^3 \to \text{SL}(2, R_v) \to \text{SL}(2, R_v/\pi_v R_v) \cong \text{SL}(2, \mathbb{F}_{p_v^\infty}).$$

If we denote the composition of these homomorphisms by $\eta_v$, and restrict to $\Gamma$ and to $L$, then $\ker \eta_v$ determines subgroup $\Gamma(v) = \Gamma \cap \ker \eta_v$ and $L(v) = L \cap \ker \eta_v$. Our arguments show that $\Gamma/\Gamma(v) = L/L(v)$.

5. The main players

In this section we describe some of the important features of the groups that we shall prove are profinitely rigid.

5.1. The group $\Gamma = \text{PSL}(2, \mathbb{Z}[\omega])$ and other non-uniform lattices of small covolume in $\text{Isom}(\mathbb{H}^3)$. Consider a regular ideal tetrahedron $\tau$ in $\mathbb{H}^3$; this is unique up to isometry and we write $v_0$ to denote its volume. Let $c_0$ be the centre of the inscribed sphere in $\tau$. This sphere touches each 2-dimensional face $f$ at the centre $c(f)$ of the inscribed circle in $f$ and this circle touches each edge $e$ in the boundary of $f$ at a point we denote $c(e)$. Let $\xi$ be an ideal vertex of $e$ and consider the ideal tetrahedron $T_0$ with vertices $(\xi, c(e), c(f), c_0)$. Note that $\tau$ decomposes into 24 copies of $T_0$ corresponding to the different choices of $(\xi, e, f)$; thus $T_0$ has volume $v_0/24$. The dihedral angles of $T_0$ can be calculated by observing the number of translates of $T_0$ around each edge: the angles at the ideal vertex are $\pi/6, \pi/2, \pi/3$ and at the opposite edges they are $\pi/3, \pi/2, \pi/2$. Thus, in the notation of [15], $T_0 = T[3, 2; 2, 6, 2, 3]$.

We write $\Lambda_0$ to denote the subgroup of $\text{Isom}(\mathbb{H}^3)$ generated by reflections in the hyperplanes containing the faces of $T_0$. This is (up to conjugacy) the unique non-uniform lattice of smallest co-volume in $\text{Isom}(\mathbb{H}^3)$ – see [38]; it has $T_0$ as fundamental domain, so its co-volume is $v_0/24$. The index 2 subgroup $\Gamma_0 < \Lambda_0$ consisting of orientation-preserving isometries is $\text{PGL}(2, \mathbb{Z}[\omega])$, and from [15] we have the presentation

$$\Gamma_0 = \langle p, q, r | p^3 = q^2 = r^2 = (qp)^6 = (rp^{-1})^2 = (qp^{-1})^3 = 1 \rangle.$$  

$T_0$ has one face in the boundary of $\tau$ and the union of $T_0$ with its reflection in this face is the tetrahedron $T_1 = T[3, 2; 2, 3, 3, 3]$. We write $\Lambda_1$ to denote the subgroup of $\text{Isom}(\mathbb{H}^3)$ generated by reflections in the hyperplanes containing the faces of $T_1$; it has covolume $v_0/12$ and is an index 2 subgroup of $\Lambda_0$. The following is the natural (Coxeter) presentation:

$$\Lambda_1 = \langle x, y, z, w | x^2 = y^2 = z^2 = w^2 = (xy)^2 = (xz)^2 = (xz)^3 = (yw)^3 = (zw)^3 = 1 \rangle.$$  

The index 2 subgroup of orientation preserving isometries in $\Lambda_1$ is $\Gamma = \text{PSL}(2, \mathbb{Z}[\omega])$; thus $\Gamma$ has covolume $v_0/6$ and as in [15] we have the presentation

$$\Gamma = \langle a, b, c | a^3 = b^2 = c^2 = (bc)^3 = (ca^{-1})^3 = (ba^{-1})^3 = 1 \rangle.$$  

**Lemma 5.1.** The abelianizations of $\Gamma, \Gamma_0, \Lambda_0, \Lambda_1$ are, respectively, $\mathbb{Z}/3\mathbb{Z}, \mathbb{Z}/2\mathbb{Z}, (\mathbb{Z}/2\mathbb{Z})^2$ and $\mathbb{Z}/2\mathbb{Z}$.

**Proof.** The abelianizations of $\Gamma, \Gamma_0$ and $\Lambda_1$ are readily calculated from the above presentations. As $\Gamma_0$ has index 2 in $\Lambda_0$, the abelianization of $\Lambda_0$ has order at most 4. And since $\Lambda_0$ has a further subgroup of index 2, namely $\Lambda_1$, we have $H_1(\Lambda_0, \mathbb{Z}) = (\mathbb{Z}/2\mathbb{Z})^2$.  \[\square\]
Since $H_1(\Lambda_0, \mathbb{Z}) = (\mathbb{Z}/2\mathbb{Z})^2$, there is a third subgroup of index 2 in $\Lambda_0$ besides $\Gamma_0$ and $\Lambda_1$; we call this lattice $\Lambda_2$. As $\Gamma$ is the commutator subgroup of $\Lambda_0$, we have $\Gamma < \Lambda_2$. We will discuss $\Lambda_2$ in more detail in §5.

5.2. The five lattices $\Gamma, \Gamma_0, \Lambda_0, \Lambda_1, \Lambda_2$. From consideration of the smallest 3–dimensional non-compact hyperbolic orbifold, we have identified four lattices containing $\Gamma = \text{PSL}(2, \mathbb{Z}[\omega])$, namely $\Gamma_0 = \text{PGL}(2, \mathbb{Z}[\omega]), \Lambda_0, \Lambda_1$ and $\Lambda_2$.

Lemma 5.2. The only lattices in $\text{Isom}(\mathbb{H}^3)$ that contain $\Gamma$ are $\Gamma, \Lambda_0, \text{PGL}(2, \mathbb{Z}[\omega]), \Lambda_1$ and $\Lambda_2$.

Proof. $\Lambda_0$ is the unique non-uniform lattice of minimal co-volume $v_0/24$ and all other lattices commensurable with $\Lambda_0$ have co-volume at least $v_0/12$ (see [1] and [38]). It follows that $\Gamma$, which has co-volume $v_0/6$, must have index 2 in any lattice $\Delta \neq \Lambda_0$ that properly contains it. This forces $\Gamma$ to be normal in $\Delta$. By Mostow Rigidity, the normaliser of $\Gamma$ is itself a lattice; and since it contains $\Lambda_0$ it must be equal to $\Lambda_0$. Thus $\Delta$ is a subgroup of index 2 in $\Lambda_0$. □

5.3. The orbifolds $\mathbb{H}^3/\Gamma$ and $\mathbb{H}^3/\Gamma_0$. The quotient orbifolds $\mathbb{H}^3/\Gamma_0$ and $\mathbb{H}^3/\Gamma$ are shown in Figure 1. Note that each of these orbifolds has a single cusp, with cusp cross-section homeomorphic to a Euclidean 2–orbifold which is a 2–sphere with three cone points. In the case of $\mathbb{H}^3/\Gamma_0$, this orbifold is $S^2(2,3,6)$, which is $S^2$ with three cone points with cone angles $\pi, 2\pi/3$ and $\pi/3$. In the case of $\mathbb{H}^3/\Gamma$ it is $S^2(3,3,3)$; i.e. the cone angles are all $2\pi/3$.

These cusps are rigid in the sense that no non-trivial Dehn surgery can be performed on them (see [24]). This cusp-rigidity is a crucial feature of $\Gamma$ and $\Gamma_0$. Both groups have Serre’s property FA and $\Gamma$ is the unique Bianchi group with this property; see [25]. As noted earlier (see Remark 4.7), it follows that the $\text{PSL}(2, \mathbb{C})$–character varieties of these groups, $\text{Y}(\Gamma)$ and $\text{Y}(\Gamma_0)$, consist of only finitely many points. But we require a sharpening of this result to prove that $\Gamma$ is Galois rigid. We shall deduce this from the tight control that one can get on the representations of $\Gamma$ and $\Gamma_0$ over finite fields; this is the subject of §6.

5.4. The Weeks manifold. Let $M_W = \mathbb{H}^3/\Gamma_W$ denote the Weeks manifold; this is the unique closed orientable hyperbolic 3–manifold of minimal volume. It can be obtained by performing $(-5,1)$ surgery on one component of the Whitehead link and $(5,2)$ surgery on the other. Using SnapPy [22], a presentation for $\Gamma_W$ can be computed and we record it for future use:

$$\Gamma_W = \langle a, b \mid ababa^{-1}b^{-2}a^{-1}b, abab^{-1}a^2b^{-1}ab \rangle.$$

From this, we see that $H_1(M_W, \mathbb{Z}) \cong \mathbb{Z}/5\mathbb{Z} \times \mathbb{Z}/5\mathbb{Z}$.
Corollary 5.4. Arising from the real ramified place of $B_{PSU(2)}$ characters of the faithful discrete representation, its complex conjugate and a

Proposition 5.3. In $\Gamma = PSL(2 \mathbb{Z})$, there only three characters of irreducible representations, namely the characters of the faithful discrete representation, its complex conjugate and a $PSU(2)$—representation arising from the real ramified place of $B_W$.

Corollary 5.4. $\Gamma_W$ is Galois rigid.

6. $PSL(2, \mathbb{Z}[\omega])$ has very few characters

In this section we prove the following result, which establishes that $PSL(2, \mathbb{Z}[\omega])$ is Galois rigid.

Theorem 6.1. $\Gamma = PSL(2, \mathbb{Z}[\omega])$ has two characters of Zariski-dense representations in $PSL(2, \mathbb{C})$, namely the characters associated to the inclusion homomorphism and its complex conjugate. In particular, $\Gamma$ is Galois rigid.

6.1. $PSL(2, \mathbb{F})$—quotients. We begin by describing $PSL(2, \mathbb{F})$ quotients where $\mathbb{F}$ is a finite field. We shall see that homomorphisms from $\Gamma = PSL(2, \mathbb{Z}[\omega])$ onto $PSL(2, \mathbb{F})$, with $\mathbb{F}$ a finite field, arise exclusively from the arithmetic of $\mathbb{Z}[\omega]$. This result is due in large part to L. Paoluzzi and B. Zimmermann [40, Thm 6.3]. First we need some notation. Given a prime $p \in \mathbb{Z}$, the ideal $p\mathbb{Z}[\omega]$ is a prime ideal of $\mathbb{Z}[\omega]$ if $p = -1$ mod 6 or $p = 2$, and splits as a product of two distinct prime ideals $\mathfrak{p}_1\mathfrak{p}_2$ if $p = 1$ mod 6. If $p = 3$ then $3\mathbb{Z}[\omega] = (\sqrt{-3})^2$, the square of a prime ideal. In the first of these three cases, the residue class field $\mathbb{Z}[\omega]/\mathfrak{p}_i$ is a field with $p^2$ elements. In the remaining cases, for each prime $\mathfrak{p}$ that arises, the field $\mathbb{Z}[\omega]/\mathfrak{p}$ has $p$ elements. Each of ring homomorphisms $\mathbb{Z}[\omega] \to \mathbb{Z}[\omega]/\mathfrak{p}$ induces a reduction homomorphism $\pi_{\mathfrak{p}} : PSL(2, \mathbb{Z}[\omega]) \to PSL(2, \mathbb{Z}[\omega]/\mathfrak{p})$. These homomorphisms are onto, and therefore pick out the following collection of finite quotients of $\Gamma$:

1. $\Gamma \to PSL(2, \mathbb{F}_{p^2})$ when $p = 2$ or $p = -1$ mod 6;
2. a pair of quotient maps $\Gamma \to PSL(2, \mathbb{F}_p)$ when $p = 1$ mod 6;
3. a single quotient map $\Gamma \to PSL(2, \mathbb{F}_p)$ when $p = 3$.

We will denote this collection of finite quotients of $\Gamma$ by $P$. When the meaning is clear, we shall say $PSL(2, \mathbb{F}_p) \in P$, but more formally the elements of $P$ are the normal subgroups $\Gamma \langle \mathfrak{P} \rangle < \Gamma$ that arise as the kernels of the reduction homomorphisms $\pi_{\mathfrak{p}}$. (Thus we identify two surjections if they differ by composition with an automorphism of the target.) The kernels $\Gamma \langle \mathfrak{P} \rangle$ are torsion-free apart from when $\mathfrak{P} = (\sqrt{-3})$, in which case $\Gamma \langle \mathfrak{P} \rangle$ has elements of order 3; for example the image in $PSL(2, \mathbb{C})$ of the element $\begin{pmatrix} \omega & 0 \\ 0 & \omega^2 \end{pmatrix}$. It is shown in [3] that there is a unique normal subgroup of index 12 in $\Gamma$, and this coincides with $\Gamma \langle (\sqrt{-3}) \rangle$. (Although [5] mistakenly labels $\Gamma$ as $PSL(2, \mathbb{Z}[\sqrt{-3}])$, the results in the paper actually refer to $\Gamma$.)

The results of [30] (in particular Theorem 6.3) classify admissible epimorphisms of $\Gamma$ onto groups of the form $PSL(2, \mathbb{F})$ with $\mathbb{F}$ a finite field, where admissible means that the kernel is assumed to be torsion-free. In the applications that we require, torsion cannot be avoided, and we therefore require the following lemma to augment [30].
Lemma 6.2. Let $N$ be a proper normal subgroup of $\Gamma$ and suppose that $N$ contains a non-trivial element of finite order. Then $N$ has index 3 or 12 in $\Gamma$: in the first case, $N$ is the commutator subgroup of $\Gamma$, and in the second case $N = \Gamma(\sqrt{-3})$.

Proof. By the Cartan fixed-point theorem, every finite subgroup of $\Gamma$ fixes a point in $H^3$ and is therefore conjugate into one of the vertex-stabilizer groups for the orbifold description of $H/\Gamma$ given in [5,1]. In terms of the presentation (2) of $\Gamma$, these stabilizers are $H_1 := \langle b, c \mid b^2 = c^2 = (bc)^3 = 1 \rangle$, which is isomorphic to $S_3$, and two copies of the alternating group $A_4$, namely $H_2 := \langle a, c \mid c^2 = a^3 = (ca^{-1})^3 = 1 \rangle$ and $H_3 := \langle a, b \mid b^2 = a^3 = (ba^{-1})^3 = 1 \rangle$. Thus if a normal subgroup $N$ contains a non-trivial element of finite order, then it intersects at least one of $H_1$, $H_2$ or $H_3$ non-trivially.

Setting $a = 1$ trivializes $\Gamma$, so $N$ cannot contain $H_2$ or $H_3$. The only proper normal subgroup of $A_4$ is the commutator subgroup, which has order 4. The commutator subgroup $H'_4$ contains $c$ while the commutator subgroup $H''_4$ contains $b$, and setting either $b = 1$ or $c = 1$ in $\Gamma$ reduces $\Gamma$ to its abelian quotient $\mathbb{Z}/3\mathbb{Z}$. So either $N \cap H_i = H'_i$ for $i = 2, 3$, in which case $N = \Gamma H_i$, or else $N$ intersects both $H_2$ and $H_3$ trivially. In the latter case, $N$ contains neither $b$ nor $c$.

If $N$ intersects $H_2$ and $H_3$ trivially, then it must intersect $H_1 \cong S_3$ in a proper normal subgroup, and the only such is $(bc)$. A direct calculation shows that setting $bc = 1$ in (2) yields $A_4$ as a quotient. Thus, in this case, either $N$ has index 12 in $\Gamma$ (and then by [6] $N = \Gamma(\sqrt{-3})$), or else $\Gamma/N$ is the unique quotient $\mathbb{Z}/3\mathbb{Z}$ of $A_4$. But this last possibility would contradict the assumption $H_2 \cap N = 1$, because $b$ has order 2. \qed

Theorem 6.3. Let $F$ be a finite field and let $\phi: \Gamma \to \text{PSL}(2, F)$ be a epimorphism. Then $\text{PSL}(2, F) \in \mathcal{P}$ and $\phi$ is a reduction homomorphism $\pi_\mathcal{P}$.

Proof. Paoluzzi and Zimmermann [40] Thm 6.3] proved this theorem for epimorphisms with torsion-free kernel, and Lemma 6.2 removes the need to assume the kernel is torsion-free. \qed

Remark 6.4. A description of admissible homomorphisms for $\text{PGL}(2, \mathbb{Z}[\omega])$ is also given in [40], however we will not need to appeal to that here.

6.2. Some comments on Strong Approximation. The proof of Theorem 6.1 requires the Strong Approximation Theorem [40]. Suppose that $\rho: \Gamma \to \text{PSL}(2, \mathbb{C})$ is a representation with Zariski-dense image $H$. Since $\Gamma^{ab} \cong \mathbb{Z}/3\mathbb{Z}$, $H$ cannot have any $\mathbb{Z}/2\mathbb{Z}$ quotients and so we deduce that $K_H = kH$, and $A_4H = AH$ (recall [5]). As $\Gamma$ has Property FA, it follows from Lemma 5.1 and Remark 4.17 that $|K_H : Q| < \infty$. Hence, $AH^1$ is an absolutely almost simple, simply connected algebraic group defined over the number field $kH$. The following is a consequence of [49] Thm 8.1 stated in a form that is useful for us (for which Remark 3.2 is helpful).

Theorem 6.5 (Weisfeiler). In the notation above, for all but a finite number of $kH$-primes $\mathcal{P}$ with residue class field $\mathbb{F}_p$, there is a reduction homomorphism $H \to \text{PSL}(2, \mathbb{F}_p)$ which is onto.

6.3. Proof of Theorem 6.1. Suppose that $\rho: \Gamma \to \text{PSL}(2, \mathbb{C})$ is a Zariski-dense representation. Since $\Gamma$ has Property FA, there are only a finite number of Zariski-dense representations up to conjugacy, and they all have integral traces [40 Ch 1, §6]. In particular, if $H = \rho(\Gamma)$ then $(H) \subset R_{kH}$. By Theorem 6.5 we get for all but a finite number of prime ideals $\mathcal{P}$ of $R_{kH}$, an epimorphism $\Gamma \to H \to \text{PSL}(2, \mathbb{F}_q)$ where $q$ is the cardinality of the residue class field $\mathbb{F}_q = R_k/\mathcal{P}$. By Theorem 6.3 it follows that for all but a finite number of primes $\mathcal{P}$ the finite groups $\text{PSL}(2, \mathbb{F}_q)$ correspond to those in $\mathcal{P}$. Hence for all but a finite number of rational primes $p$, the field $k$ and $Q(\omega)$ have the same splitting type for prime ideals. Since $[Q(\omega): Q] = 2$, it follows from [11] that $k = Q(\omega)$.

The algebra $AH$ is defined over $Q(\omega)$, and $C = OH \subset AH$ is an order since $H$ has integral traces. We shall prove that $AH = M(2, Q(\omega))$. Once this is established we complete the argument as follows. As noted in Example 4.12 there is only one type of maximal order in $M(2, Q(\omega))$, and so we can conjugate so that $H < \Gamma$. Now $\Gamma$ is residually $\text{PSL}(2, F)$ (using the proof of residual
finiteness), and so if \( g \in \ker(\Gamma \to H) \) then we can find a prime ideal \( P \) of \( \mathbb{Z}[\omega] \) so that the image of \( g \) in the composition \( \Gamma \to H \to \text{PSL}(2, \mathbb{Z}[\omega]/P) \) is not trivial, so cannot lie in the kernel. Hence \( \Gamma \to H \) is injective, and so \( H = \Gamma \) (essentially as a consequence of Mostow Rigidity). That is to say \( \rho \) coincides with the inclusion or complex conjugation.

We now prove that \( AH \cong M(2, \mathbb{Q}(\omega)) \). Suppose that this is not the case, then by the classification theorem for quaternion algebras, we can find at least two distinct primes \( P_1 \) and \( P_2 \) with \( AH \) ramified at these primes. Assume that the residue class fields \( \mathbb{Z}[\omega]/P_i \) have characteristic \( p_i \) for \( i = 1, 2 \). Let \( A_i = AH \otimes_{\mathbb{Q}(\omega)} \mathbb{Q}(\omega)_{P_i} \), for \( i = 1, 2 \) and \( O_i \), the unique maximal order in these division algebras (see \[22\] Ch 6.4) for these and the following details). Now \( O_i \) admits a filtration that restricts to \( O_1^i \) to provide a filtration of the following form \( O_1^i > G_1^i > G_2^i > \ldots \), where each of these subgroups is normal in \( O_1^i \), \( \cap G_j^i = 1 \), \( O_1^i / G_1^i \) is cyclic of order dividing \( p_i^j - 1 \) and the \( G_j^i / G_j^{i+1} \) are abelian \( p_j \)-groups. Note that for \( i = 1, 2 \), and all \( j \geq 1 \), the groups \( G_j^i \) are pro–\( p_i \) groups whose intersection is the identity subgroup. Hence any element of finite order in \( G_j^i \) has order a power of \( p_i \) for \( i = 1, 2 \). Identifying \( H \) with its image in \( O_1^i \) under the inclusion map, first note that for \( i = 1, 2 \), \( H \) cannot be a subgroup of \( G_1^i \). The reason is as follows. From \[5.1\] we see that \( \Gamma \) is generated by elements of orders 2 and 3, hence \( H \) is generated by elements of orders 2 and 3. Indeed from the proof of Lemma \[6.2\] \( \rho(a), \rho(b) \) and \( \rho(c) \) are all non-trivial elements of orders 2 (in the case of \( \rho(b) \) and \( \rho(c) \)) or 3 (in the case of \( \rho(a) \)). However, from the previous paragraph, the groups \( G_1^i \) cannot contain elements of both orders 2 and 3.

Thus we may now assume that there are epimorphisms \( H \to C_i \) with the order of \( C_i \) dividing \( p_i^j - 1 \). From the previous paragraph both of \( C_i \neq 1 \). Since \( \Gamma^{ab} \cong \mathbb{Z}/3\mathbb{Z} \), we can assume \( C_i \) say is cyclic of order 3. Hence \( H \cap C_i^1 \) is a normal subgroup of index 3 which must coincide with \( \rho(\Gamma, \Gamma) \). Since \([\Gamma, \Gamma]\) has abelianization \( \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \) (see the Magma calculations in \[10.1\]), and using the nature of the filtration described above, the only possibility for the prime \( p_1 \) is \( p_1 = 2 \). We now deal with \( p_2 \). We have \( H \to C_2 \) a cyclic group of order dividing \( p_2^j - 1 \), with kernel \( K \) that surjects a cyclic group of \( p_2 \)-power order. Again, using \( \Gamma^{ab} \cong \mathbb{Z}/3\mathbb{Z}, \) \( C_2 \) can only be a cyclic group of order 3. Since \( \Gamma \) admits a unique epimorphism to \( \mathbb{Z}/3\mathbb{Z}, \) it follows that is \( K = \rho(\Gamma, \Gamma) \) with \( K \) having a cyclic group of \( p_2 \)-power order as a quotient. Once again we use the fact that \([\Gamma, \Gamma]\) has abelianization \( \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}, \) and so the only possibility for \( p_2 \) is \( p_2 = 2 \). However, 2 is inert to \( \mathbb{Q}(\omega), \) that is to say there is only one prime of residue class degree a power of 2, a contradiction. \( \square \)

### 7. Profinite rigidity for \( \Gamma = \text{PSL}(2, \mathbb{Z}[\omega]) \)

In this section we exhibit the first example satisfying Theorem \[1.1\]

**Theorem 7.1.** \( \Gamma = \text{PSL}(2, \mathbb{Z}[\omega]) \) is profinitely rigid.

Before embarking on the proof, we will require some additional information about subgroups of low index and their abelianizations.

#### 7.1. Small index subgroups of \( \Gamma \) and their abelianizations

We saw in Lemma \[5.1\] that \( \Gamma \) has finite abelianization, in other words its first betti number \( b_1(\Gamma) = 0 \). But since \( \mathbb{H}^3/\Gamma \) is a non-compact finite volume hyperbolic 3–orbifold, any finite sheeted manifold cover of \( \mathbb{H}^3/\Gamma \) has positive \( b_1 \); in other words, every torsion-free subgroup of \( \Gamma \) has positive \( b_1 \). We will exploit the following results about the abelianizations of subgroups of index \( \leq 12 \) in \( \Gamma \).

**Lemma 7.2.** Let \( H \) be a subgroup of \( \Gamma \) of index at most 12. Then \( b_1(H) \leq 1 \).

**Proof.** We make some preliminary comments and then refer the reader to \[10.1\] for the Magma routine that completes the proof of the lemma. By Lemma \[6.2\] \( \Gamma^{ab} \cong \mathbb{Z}/3\mathbb{Z}, \) and so \( \Gamma \) has no subgroups of index 2. Magma also shows that there are no subgroups of index 11. In addition, Magma shows that there is a unique conjugacy class of subgroups of index 3, 4, 5, 9 and 10, two
conjugacy classes of subgroups of index 6 and 8, and four of index 7. There are 7 of index 12. The betti number for each of these subgroups is provided by the routine. □

The enumeration of small index subgroups shows that \( \Gamma \) has a unique conjugacy class of index 6 subgroups with infinite abelianization, one class of index 10, and three of index 12. Only one of these conjugacy classes also contains 5–torsion in its first homology group – this class contains the index 12 subgroup that we shall denote \( \Gamma_s \). This is the fundamental group of the once-punctured torus bundle \( X \) that is known as the *sister of the figure-eight knot complement*. (The figure-eight knot complement itself represents the class of index 12 subgroups with abelianization \( \mathbb{Z} \), but we shall not pursue this.) For future reference we record that the monodromy of this once-punctured torus bundle for \( \Gamma_s \) is given by the matrix \( \phi_s = \begin{pmatrix} -3 & 1 \\ -1 & 0 \end{pmatrix} \), from which one easily computes \( H_1(\Gamma_s, \mathbb{Z}) = \mathbb{Z} \times \mathbb{Z}/5\mathbb{Z} \).

It is known that \( \Gamma_s \) is a congruence subgroup of \( \Gamma \) containing the principal congruence subgroup \( \Gamma(2) \) (see for example the proof of Lemma 3.1 of [5]). From §3.2, we have that \( \Gamma/\Gamma(2) \cong \text{PSL}(2, \mathbb{F}_4) \), and so \([\Gamma_s : \Gamma(2)] = 5\). It is well-known that \( b_1(\Gamma(2)) = 5 \), and this can be confirmed by direct calculation of the abelianizations of the kernels of the maps from \( \Gamma_s \) onto the torsion part of \( H_1(\Gamma_s, \mathbb{Z}) \). Since none of the other subgroups \( H < \Gamma \) of index at most 12 with \( b_1(H) = 1 \) contains 5–torsion in its abelianization, in these cases the only map from \( H \) to \( \mathbb{Z}/5\mathbb{Z} \) is the one that factors through the unique epimorphism \( H \to \mathbb{Z} \). It is easy to compute the abelianization of the kernel of \( H \to \mathbb{Z}/5\mathbb{Z} \) using the Magma routine shown in [10, 2] and in each case one finds that the first betti number is 1. Summarizing this discussion, we have proved:

**Proposition 7.3.** Up to conjugacy, the only subgroup \( H < \Gamma \) that fits into a chain \( N < H < \Gamma \) with \([\Gamma : H] \leq 12\), \([H : N] = 5\), \( b_1(H) \geq 1 \) and \( b_1(N) \geq 5 \) is \( H = \Gamma_s \).

We shall also need the following observation about the homology of cyclic covers of the once-punctured torus bundle with fundamental group \( \Gamma_s \).

**Lemma 7.4.** If \( d \geq 3 \) then the abelianization of \( F_2 \rtimes \phi_s^d \mathbb{Z} \) is \( T \times \mathbb{Z} \), where \( T \) is torsion and \(|T| > 5\).

**Proof.** For any hyperbolic matrix \( \psi \) of determinant 1, a direct calculation of the abelianization of \( G_\psi = F_2 \rtimes \psi \mathbb{Z} \) yields \( \mathbb{Z} \times T_\psi \) where \(|T_\psi| = |\text{tr}(\psi) - 2| \) (see [13, Lemma 3.5], for example).

Note that \( \phi_s^2 = \begin{pmatrix} 8 & -3 \\ 3 & -1 \end{pmatrix} \) has trace 7, and so in this case \(|T| = 5\), as it is for \( \Gamma_s \). However, for \( d \geq 3 \) we can argue as follows. By induction it can be checked that for \( d \geq 2 \),

\[
\phi_s^d = \begin{pmatrix} (-1)^d F_{2d+2} & (1)^{d-1} F_{2d} \\ (-1)^d F_{2d} & (1)^{d-1} F_{2(d-1)} \end{pmatrix},
\]

where \( F_m \) is the \( m \)-th Fibonacci number. Hence \(|T| = |(-1)^d F_{2d+2} + (1)^{d-1} F_{2(d-1)}| - 2|\). We now use a standard property of Fibonacci numbers (i.e. the sum of the first \( n \) Fibonacci numbers is one less than the \((n + 2)\)nd Fibonacci number), to see that when \( d \geq 3 \), \(|T| \geq F_6 + F_5 + F_4 + F_3 - 2 \) if \( d \) is even , and \(|T| \geq F_6 + F_5 + F_4 + F_3 + 2 \) is \( d \) is odd. In particular, \(|T| \geq 16 \) which proves the lemma. □

### 7.2. Proof of Theorem 7.1

We turn to the proof of our main result. We are assuming that \( \Delta \) is a finitely generated, residually finite group with \( \Delta \cong \hat{\Gamma} \). From [4] (see in particular Example 4.12), we obtain a homomorphism \( \rho: \Delta \to \Gamma \) whose image is Zariski-dense; we write \( L \) to denote the image of \( \rho \). Our purpose now is to show that \( L = \Gamma \) and that \( \rho \) is injective.

The construction of \( L \) from [4] provides considerable additional information about \( L \). This guides our proof and can be used to shorten it (see Remark 7.8), but we attack the problem of showing \( L = \Gamma \) more directly and give an argument which shows that any non-elementary finitely generated subgroup of \( \Gamma \) has a finite quotient that \( \Gamma \) does not (although the arguments are not phrased explicitly in this way). Our strategy is as follows. First we use arguments from 3–manifold topology to argue
that if $L$ had infinite index in $\Gamma$, then $L$ would have a subgroup of index at most 12 with first betti number greater than 1. But $\Gamma$ does not have such a subgroup (Lemma 7.2), so $\hat{\Gamma}$ cannot map onto $\hat{L}$. This brings us to the heart of the argument: the case where $L$ has finite index in $\Gamma$. In this case, we focus attention on the subgroup $L_s = L \cap \Gamma_s$, and use calculations of virtual betti numbers to argue that if $\Gamma$ maps onto $\hat{L}$ then $L_s = \Gamma_s$. Considerations of co-volume and the Hopf property for finitely generated profinite groups then complete the proof.

**Notation:** We focus on $\rho: \Delta \to L$ and $L_s = L \cap \Gamma_s$. Define $\Delta_s = \rho^{-1}(\Gamma_s)$ and $\Delta(2) = \rho^{-1}(\Gamma(2))$.

### 7.3. Ruling out infinite index image.

**Lemma 7.5.** $b_1(L_s) \leq 1$.

**Proof.** By definition, $L_s$ is a quotient of $\Delta_s = \rho^{-1}(\Gamma_s)$, so $b_1(L_s) \leq b_1(\Delta_s)$. But $\Delta_s$ has index at most 12 in $\Delta$, so by the Correspondence Theorem (Proposition 2.1), it has the same abelianization as some subgroup of index at most 12 in $\Gamma$. Lemma 7.2 tells us that these subgroups of $\Gamma$ all have first betti number at most one. Thus $b_1(\Delta_s) \leq 1$. □

**Proposition 7.6.** $L$ has finite index in $\Gamma$.

**Proof.** By construction, $L$ is Zariski-dense. In particular neither $L$ nor $L_s = L \cap \Gamma_s$, which has index at most 12 in $L$, is abelian. Since $L$ is finitely generated, so is $L_s$. And since $\Gamma_s$ is torsion-free, so is $L_s$. Thus $M = \mathbb{H}^3/L_s$ is a non-elementary orientable hyperbolic manifold with finitely generated fundamental group. Classical 3–manifold topology provides a compact core for $M$ (44), i.e. a compact 3–manifold with boundary $W \subset M$ that is homotopy equivalent to $M$. If $L_s$ were of infinite index in $\Gamma_s$, then $M$ would have infinite volume and therefore a big end, i.e. at least one of the connected components of $\partial W$ would have genus at least 2. A standard duality argument establishes the following well-known “half lives, half dies” principle:

> If $N$ is a compact orientable 3–manifold with non-empty boundary $\partial N$, then the kernel and image of the natural map $H_1(\partial N, \mathbb{R}) \to H_1(N, \mathbb{R})$ are of equal dimension. In particular, if $\partial N$ has a component of genus at least 2, then $b_1(N) \geq 2$.

Thus if $L$ were of infinite index in $\Gamma$ then we would have $b_1(L_s) = b_1(W) \geq 2$, contradicting Lemma 7.5. □

### 7.4. $\Delta_s = \Gamma_s$. At this stage we have a finitely generated, residually finite group $\Delta$ with $\hat{\Delta} \cong \hat{\Gamma}$ mapping onto a subgroup of finite index $L < \Gamma$. We focus on $\Delta_s$, the preimage of $L \cap \Gamma_s$.

**Lemma 7.7.** $\hat{\Delta}_s \cong \hat{\Gamma}_s$. Moreover, the subgroups of index 12 in $\Delta$ corresponding to the conjugates of $\Gamma_s$ are the conjugates of $\Delta_s$.

**Proof.** As $L_s$ has finite index in $\Gamma_s$, we have $b_1(L_s) \geq b_1(\Gamma_s) = 1$. From Lemma 7.5 we deduce $b_1(L_s) = 1$. And as $L_s \cap \Gamma(2)$ has finite index in $\Gamma(2)$, we have $b_1(L_s \cap \Gamma(2)) \geq b_1(\Gamma(2)) = 5$. Now, $L_s \cap \Gamma(2)$ is normal in $L_s$ with index 1 or 5, and in fact the index must be 5 since the betti number of the subgroup is greater than that of $L_s$. Thus $\Delta_s = \rho^{-1}(\Gamma_s)$ is a subgroup of index at most 12 in $\Delta$ with $b_1(\Delta_s)$ positive; moreover it contains $\Delta(2) = \rho^{-1}(\Gamma(2))$ as a subgroup of index 5 and $b_1(\Delta(2)) \geq 5$. So in $\Delta$ we have a chain of subgroups $\Delta(2) < \Delta_s < \Delta$ with $[\Delta : \Delta_s] \leq 12$, $[\Delta : \Delta(2)] = 5$, $b_1(\Delta_s) \geq 1$ and $b_1(\Delta(2)) \geq 5$.

We pass this chain across to a chain of subgroups in $\Gamma$ using Proposition 2.1. Explicitly, replacing each of the groups $G$ in this sequence with $\overline{G} \cap \Gamma$, where $\overline{G}$ denotes the closure in $\Delta = \hat{\Gamma}$, we obtain a chain of subgroups in $\Gamma$ with the same properties. From Proposition 7.3 we deduce that, up to conjugacy in $\Gamma$, we have $\Delta_s \cap \Gamma = \Gamma_s$. In particular, $\Delta_s \cong \Gamma_s$. □
The Final Argument. We now have $\hat{\Gamma}_s \cong \hat{\Delta}$ with $\Delta_s$ mapping onto the finite index subgroup $L_s < \Gamma$. The description of $\Gamma_s$ as a punctured-torus bundle gives a short exact sequence $1 \rightarrow F \rightarrow \Gamma_s \rightarrow \Gamma \rightarrow 1$, where $F$, a free group of rank 2, is the fundamental group of the fibre. This restricts to a short exact sequence $1 \rightarrow F_L \rightarrow L_s \rightarrow \Gamma \rightarrow 1$ where $F_L = F \cap L$. At this point it is important to note that $\Gamma_s$ induces the full profinite topology on $F$ and that $L_s$ induces the full profinite topology on $F_L$ (see for example [13, Lemma 2.2]).

Since $b_1(L_s)$ is one, $F_L$ is the kernel of the unique map $L_s \rightarrow \mathbb{Z}$. Similarly, $\hat{F} < \hat{\Gamma}_s$ is the kernel of the unique epimorphism $\hat{\Gamma}_s \rightarrow \hat{\mathbb{Z}}$ and $\hat{F}_L < \hat{L}_s$ is the kernel of the unique epimorphism $\hat{L}_s \rightarrow \hat{\mathbb{Z}}$, so the epimorphism $\hat{\Gamma}_s \rightarrow \hat{L}_s$ must send $F$ onto $\hat{F}_L$. Therefore the free group $F_L$ has rank 2, and since it has finite index in $\hat{F}$, we conclude that $\hat{F}_L = \hat{F}$; in other words $F < L$. As $L_s$ contains the fibre group $F < \Gamma_s$, it is the fundamental group of a cyclic covering of $\mathbb{H}^3/\Gamma_s$. Algebraically, $\Gamma_s = F \rtimes \phi$, $\mathbb{Z}$ and $L_s = F \rtimes \phi_\Gamma \mathbb{Z}$. If $d > 2$, then it follows from Lemma 7.4 that $L_s$ would have a finite abelian quotient that $\Gamma_s$ does not have, hence in this case we can conclude that $L_s = \Gamma_s$.

We now deal with the case $d = 2$. Thus assume that $L_s = F \rtimes \phi_\Gamma \mathbb{Z}$. In which case $L_s$ has a unique 2-fold cover $N$, for which the order of $T$ (the torsion subgroup of $H_1(N, \mathbb{Z})$) is 45. But the index 2 subgroup of $\Gamma_s$ must surject $\pi_1(N)$ and this cannot happen as this index 2 subgroup only has torsion subgroup of order 5. At this stage we know that $\Gamma_s = L_s \leq \Gamma \leq \Gamma_s$. Moreover, $[L: L_s] = 12$ because $\Delta_s = \rho^{-1}(L_s)$ has index 12 in $\Delta_s$ (as it corresponds to $\Gamma_s$). As $[\Gamma : \Gamma_s] = 12$, we conclude that $L = \Gamma$. Finally, we have $\hat{\Gamma} \cong \hat{\Delta} \overset{\hat{\rho}}{\rightarrow} \hat{\mathbb{Z}} = \hat{\Gamma}$, and as finitely generated profinite groups are Hopfian (see [13, Prop 2.5.2]), we conclude that $\hat{\rho}$ and $\rho$ are injective. Thus $\rho : \Delta \rightarrow L = \Gamma$ is an isomorphism.

Remark 7.8. We close this section by explaining our earlier comment that $\Gamma_s$ can be used to avoid parts of the above analysis of subgroups of $\Gamma$. The point is to exploit more explicitly the fact that $\Gamma_s$ contains the principal congruence subgroup $\Gamma(2)$. From [6,1] we have that $\Gamma \cap \Gamma(2) \cong \text{PSL}(2, \mathbb{F}_4)$, and so $[\Gamma_s : \Gamma(2)] = 5$. Moreover, by Theorem 6.3 there is a unique $\text{PSL}(2, \mathbb{F}_4)$ quotient of $\Gamma$. From the discussion in [4,5] we have a subgroup $L(2) < L$ with $L/L(2) \cong \Gamma/\Gamma(2) \cong \text{PSL}(2, \mathbb{F}_4)$, and $L(2) = L \cap \Gamma(2)$. In addition, [4,5] also provides us with a subgroup $L_s = L \cap \Gamma_s$ which is a subgroup of index 12 in $L$ containing $L(2)$ of index 5.

Using the epimorphism $\Delta \rightarrow L$ and the isomorphism $\hat{\Delta} \cong \hat{\Gamma}$, we have an epimorphism $\phi : \hat{\Gamma} \rightarrow \hat{\mathbb{Z}}$, and hence there is a subgroup $U_T < \Gamma$ of index 12 with $\phi(U_T) = \hat{L}_s$. As above, it can be shown that the only possibility for $U_T$ is $U_T = \Gamma_s$.

Remark 7.9 (Exhibiting Additional Quotients). The techniques of this section enable one to show that if $H < \Gamma = \text{PSL}(2, \mathbb{Z}[\omega])$ is a proper finitely generated infinite subgroup, then $H$ has a finite quotient that $\Gamma$ does not have: there does not exist a continuous epimorphism $\hat{\Gamma} \rightarrow \hat{H}$. When $H$ has infinite index, alternative techniques allow one to say something more: $H$ will have a congruence quotient $\text{PSL}(2, \mathbb{F})$ that $\Gamma$ does not have. We shall present this result, which involves Teichmüller theory and the study of character varieties, in [12] where we use these techniques to establish absolute profinite rigidity for certain cocompact Fuchsian groups.

8. Profinite Rigidity for the Lattices Containing $\text{PSL}(2, \mathbb{Z}[\omega])$

In this section we explain how Mostow Rigidity can be used to promote the profinite rigidity of $\text{PSL}(2, \mathbb{Z}[\omega])$ to profinite rigidity for each of the lattices in $\text{Isom}(\mathbb{H}^3)$ that contain it: these lattices were described in [5,1]. For brevity, throughout this section $\Gamma$ will always denote $\text{PSL}(2, \mathbb{Z}[\omega])$.

Lemma 8.1. Let $\Delta$ be a finitely generated group. If $\Delta$ has a subgroup of index 2 that is isomorphic to $\Gamma$, then $\Delta$ is isomorphic to one of $\Gamma_0, \Gamma_1, \Delta_2$ or $\Gamma \times \mathbb{Z}/2\mathbb{Z}$.

Proof. By Mostow Rigidity, $\Lambda := \text{Aut}(\Gamma)$ is a lattice in $\text{PSL}(2, \mathbb{C})$ containing $\Gamma$ (which has trivial centre) as the group of inner automorphisms – a subgroup of finite index. The action of $\Delta$ by
conjugation on $\Gamma$ defines a homomorphism $\Delta \to \Lambda$ whose image contains $\Gamma$ and whose kernel $N$ commutes with $\Gamma$. If $N = 1$ then $\Delta < \Lambda$ is a lattice and Lemma 5.2 completes the proof. Otherwise $N$ has order 2, the image of $\Delta$ in $\Lambda$ is $\Gamma$, and the sequence splits. \hfill $\square$

In the proof of Theorem 8.2 we need the calculation from §10.3 showing that $\Lambda_2$ has abelianization $\mathbb{Z}/6\mathbb{Z}$; in the code $\Lambda_2$ appears as $l[2]$ (while $l[1]$ corresponds to $\Gamma_0$ and $l[3]$ is $\Lambda_1$).

**Theorem 8.2.** Each of the groups $\Gamma_0 = \text{PGL}(2, \mathbb{Z}[\omega]), \Lambda_1, \Lambda_2$ and $\Gamma \times \mathbb{Z}/2\mathbb{Z}$ is profinitely rigid.

**Proof.** Let $G_0$ be a finitely generated, residually finite group that has the same profinite completion as one of the groups $\Gamma_0, \Lambda_1, \Lambda_2$ or $\Gamma \times \mathbb{Z}/2\mathbb{Z}$. Then, by the Proposition 2.1, $G_0$ has a subgroup $G$ of index 2 with the same profinite completion as $\Gamma$. Since $\Gamma$ is profinitely rigid, $G \sim \Gamma$, so Lemma 8.1 tells us that $G_0$ is isomorphic to one of $\Gamma_0, \Lambda_1, \Lambda_2$ or $\Gamma \times \mathbb{Z}/2\mathbb{Z}$. From Lemma 5.1, the first two of these groups have abelianization $\mathbb{Z}/2\mathbb{Z}$, and the last two have abelianization $\mathbb{Z}/6$. Hence we can distinguish $\Gamma_0$ and $\Lambda_1$ from $\Lambda_2$ and $\Gamma \times \mathbb{Z}/2\mathbb{Z}$. It remains to distinguish $\hat{\Gamma}_0$ and $\hat{\Lambda}_1$ and $\hat{\Lambda}_2$ and $\hat{\Gamma} \times \mathbb{Z}/2\mathbb{Z}$. We can distinguish $\hat{\Gamma}_0$ from $\hat{\Lambda}_1$ by counting the number of conjugacy classes of index 8 subgroups: in $\Lambda_1$ there is only one conjugacy class, whereas in $\Gamma_0 = \text{PGL}(2, \mathbb{Z}[\omega])$ there are three. It follows from Lemma 2.3 that $\hat{\Gamma}_0 \not\cong \hat{\Lambda}_1$. The Magma routine shown below verifies this calculation: the group $g$ in this code is $\Lambda_1$ and the group $h$ is $\Gamma_0$; the presentations are those given in §5.1. Finally, referring to §10.3 we see that $\Lambda_2$ has no subgroups of index 7, whereas $\Gamma \times \mathbb{Z}/2\mathbb{Z}$ has 4 conjugacy classes of such subgroups. \hfill $\square$

> g<x,y,z,w>:=Group<x,y,z,w|x^2,y^2,z^2,w^2,(x*y)^2,(x*z)^2,(x*w)^3, (y*z)^3,(y*w)^3,(z*w)^3>; l:=LowIndexSubgroups(g,<8,8>); print #l; 1
> h<a,b,c>:=Group<a,b,c|a^3,b^2,c^2,(b*c)^6,(c*a^-1)^2,(b*a^-1)^3>; l:=LowIndexSubgroups(h,<8,8>); print #l; 3

**Theorem 8.3.** $\Lambda_0$ is profinitely rigid.

**Proof.** As $\Gamma_0$, which has index 2 in $\Lambda_0$, is profinitely rigid, by repeating the argument of Lemma 8.1 we deduce that a finitely generated, residually finite group with the same profinite completion as $\Lambda_0$ is either a non-uniform lattice of covolume $v_0/24$ or is isomorphic to $\Gamma_0 \times \mathbb{Z}/2\mathbb{Z}$. As $\Lambda_0$ is the only non-uniform lattice of covolume $v_0/24$ up to conjugacy in $\text{Isom}(\mathbb{H}^3)$, we need only distinguish the profinite completions of $\Lambda_0$ and $\Gamma_0 \times \mathbb{Z}/2\mathbb{Z}$. The Magma routine shown below shows that $\Lambda_0$ and $\Gamma_0 \times \mathbb{Z}/2\mathbb{Z}$ have different numbers of conjugacy classes of subgroups of index 8, and so it follows from Lemma 2.3 that $\hat{\Lambda}_0 \not\cong \hat{\Gamma}_0 \times \mathbb{Z}/2\mathbb{Z}$. In this Magma routine $g$ is $\Lambda_0$ and $h$ is the group $\Gamma_0 \times \mathbb{Z}/2\mathbb{Z}$; \hfill $\square$

> g<r1,r2,r3,r4>:=Group<r1,r2,r3,r4|r1^2,r2^2,r3^2,r4^2,(r1*r2)^3,(r1*r3)^2, (r1*r4)^2, (r2*r3)^3,(r2*r4)^2,(r3*r4)^6>; bia<a,b,c,t>:=Group<a,b,c,t|(t,a),(t,b),(t,c),t^2,a^3,b^2,c^2,(b*c)^6,(c*a^-1)^2, (b*a^-1)^3>; l:=LowIndexSubgroups(g,<8,8>); k:=LowIndexSubgroups(bia,<8,8>); print #l; 3
> print #k; 5

9. Profinite rigidity of the Weeks manifold

In this section we provide our second main example of a profinitely rigid arithmetic Kleinian group, namely $\Gamma_W$ (as in §5.4).

**Theorem 9.1.** $\Gamma_W$ is profinitely rigid.
Throughout this section $\Delta$ is a finitely generated residually finite group with $\hat{\Delta} \cong \hat{\Gamma}_W$. We can quickly reduce consideration to the following situation.

**Lemma 9.2.** With $\Delta$ as above, there exists a finite-index subgroup $L < \Gamma_W$ with $\rho: \Delta \twoheadrightarrow L$.

**Proof.** From Example 4.13 together with the arithmetic description of $\Gamma_W$ in §5.4 and Proposition 5.3 we deduce that there exists a maximal order $\mathcal{O} \subset B_W$ with $\rho: \Delta \twoheadrightarrow L$ a finitely generated subgroup of $\Gamma_{\mathcal{O}}$. Also from §5.4 $\Gamma_{\mathcal{O}}$ contains $\Gamma_W$ as a normal subgroup of index 3. We first claim that $L < \Gamma_W$. Indeed, if $L$ were not contained in $\Gamma_W$, then $L$ would map onto $\Gamma_{\mathcal{O}}/\Gamma_W$, which, from the above remark is isomorphic to $\mathbb{Z}/3\mathbb{Z}$. However, this is impossible since $L$ is a quotient of $\Delta$ and $H_1(\Delta, \mathbb{Z}) \cong H_1(\Gamma_W, \mathbb{Z}) \cong \mathbb{Z}/5\mathbb{Z} \times \mathbb{Z}/5\mathbb{Z}$ (recall §5.4). Since $L < \Gamma_W$, the quotient $\mathbb{H}^3/L$ is a manifold. If $L$ were of infinite index then an application of “half lives, half dies” (recall the proof of Lemma 7.6) would imply that $L$ has infinite abelianization, which it cannot since it is a quotient of $\Delta$. □

The proof of Theorem 9.1 follows a similar strategy to that of the “finite index case” of Theorem 7.1; namely, we identify a particular fibered cover and combine the study of it with an analysis of low-index subgroups. The next two subsections detail what we need in this direction.

### 9.1. Subgroups of index 24

In this section $k$ denotes the trace-field of $\Gamma_W$ and $R_k$ its ring of integers (recall §5.4). It can be checked that $R_k$ contains two prime ideals of norm 23, one corresponding to the ramified prime of norm 23, which we denote by $\mathfrak{Q}$, and a second unramified prime which we denote by $\mathfrak{P}$. For both we have $\text{PSL}(2,R_k/\mathfrak{Q}) \cong \text{PSL}(2,R_k/\mathfrak{P}) \cong \text{PSL}(2,\mathbb{F}_{23})$. We claim that, up to conjugacy, $\Gamma_W$ has two epimorphisms to $\text{PSL}(2,\mathbb{F}_{23})$, and these arise as $\text{PSL}(2,R_k/\mathfrak{Q})$ and $\text{PSL}(2,R_k/\mathfrak{P})$. The existence of the epimorphisms is immediate from the inclusion of $\Gamma_W$ into $\Gamma_{\mathcal{O}}$ as a normal subgroup of index 3, since $\text{PSL}(2,\mathbb{F}_{23})$ is simple. For uniqueness, a theorem going back to Galois states that the minimal index of any proper subgroup of the simple group $\text{PSL}(2,\mathbb{F}_{23})$ is 24. Moreover, there is a unique conjugacy class of subgroups of index 24. Thus every epimorphism $\Gamma_W \twoheadrightarrow \text{PSL}(2,\mathbb{F}_{23})$ gives rise to a subgroup of index 24 with normal core $C$ such that $\Gamma_W/C \cong \text{PSL}(2,\mathbb{F}_{23})$. In §10.4 we provide the Magma calculations enumerating all subgroups of index 24 in $\Gamma_W$ (up to conjugacy in $\Gamma_W$). From this we see that there 11 such subgroups, and only contains two subgroups of index 24 with normal core $C$ such that $|\Gamma_W/C| = 6072 = |\text{PSL}(2,\mathbb{F}_{23})|$. Moreover, the Magma routine also shows that these finite quotients are simple and hence must be isomorphic to $\text{PSL}(2,\mathbb{F}_{23})$ (using the lists of simple groups of small order).

### 9.2. A fibered cover of $M_W$

We shall see that $l[1]$ of §10.4 corresponds to a genus 2 surface bundle. The existence of a bundle cover of $M_W$ was exhibited by Button [16], but we require more detailed information about this cover. From the tables of [10] we see that $M_W$ is commensurable with the fibered manifold $M = m289(7,1)$, which arises from surgery on the census manifold $m289$ from the SnapPy census [22]. In fact, using the identification of certain of these census manifolds with knots in the tables through 9 crossings [17], one knows that the manifold $m289$ is homeomorphic to the complement of the knot $K = 6_2$ (shown below). Thus $M_W$ is commensurable with 0–surgery on $S^3 \setminus K$ (the framing used by SnapPy is different from the standard one for the knot $K$).

Since $K$ is 2–bridge (and hence alternating) and its Alexander polynomial is $t^4 - 3t^3 + 3t^2 - 3t + 1$, $S^3 \setminus K$ fibers over the circle with fibre a once-punctured surface of genus 2 ([21]). Using [18], the monodromy, $\psi$ of this fibration can be described by the composition of Dehn twists $T_a \circ T_b \circ T_c \circ T_d^{-1}$ (see Figure 3 for the labelling of curves). Here, $T_\gamma$ denotes the right-handed twist in $\gamma$.

One computes the action of $\psi$ on the homology of the fiber with respect to the basis $\{a, f, c, d\}$ (as above) is given by the matrix $A$ shown below.
The fibration of $S^3 \setminus K$ extends to the surgered manifold $M$ and the action of the monodromy on the homology of the closed genus 2 surface is again given by $A$. Using SnapPy [22], $M$ can be shown to be hyperbolic of volume approximately $3.77082945\ldots$

We will be interested in the 6–fold cyclic covering of $M$, which we denote by $M_6$. Our interest lies with the fact that $M_6$ arises as an index 24 cover of the Weeks manifold. One could verify this by deriving presentations of the index 24 subgroups of $\Gamma_W$, on the one hand, while on the other hand calculating a presentation of $\Gamma_6 := \pi_1 M_6$ from its description as the 6–fold cyclic cover of the surgered manifold $m289$; a package such as Magma could then verify that the groups are isomorphic, and Mostow Rigidity then assures us that the manifolds are the same. But such calculations would leave the reader in the dark as to why these facts are true, so instead we shall explain, with references, the structure that leads to this conclusion. The following lemma gathers the key facts from the preceding discussion and its proof contains the promised explanation.

**Lemma 9.3.** Let $M$ denote the manifold obtained by 0–surgery on $S^3 \setminus K$. Then

1. $S^3 \setminus K$ is fibered with fiber a once-punctured genus 2 surface, and $M$ is fibered with fiber a genus 2 surface.
2. The action of the monodromy on the homology of the fiber for $S^3 \setminus K$ is given by $A$ above.
3. $M_6$, the 6–fold cyclic cover of $M$, is fibered with fiber a genus 2 surface and $H_1(M_6, \mathbb{Z}) \cong \mathbb{Z} \times \mathbb{Z}/5\mathbb{Z} \times \mathbb{Z}/55\mathbb{Z}$.
4. $M_6$ is a 24–fold cover of $M_W$.
5. $\Gamma_6 = \pi_1 M_6$ lies in the conjugacy class of subgroup $l[1]$ of $\{10A\}$

**Proof.** The proof of the first two items is contained in the preceding discussion. For the third part, $M_6$ is clearly fibered with fiber $\Sigma$ a once-punctured surface of genus 2, and one calculates $H_1(M_6, \mathbb{Z})$. The fibration of $S^3 \setminus K$ extends to the surgered manifold $M$ and the action of the monodromy on the homology of the closed genus 2 surface is again given by $A$. Using SnapPy [22], $M$ can be shown to be hyperbolic of volume approximately $3.77082945\ldots$
by quotienting out the action of $A^6$ on $H_1(\Sigma, \mathbb{Z}) = \mathbb{Z}^4 = \langle a, f, c, d \rangle$. (The torsion subgroup of $H_1(M_6, \mathbb{Z})$ has order 275.) For the next part let $M = \mathbb{H}^3/\Pi$, and note that by [10] the lattice $\Pi$ is arithmetic and commensurable with $\Gamma_W$. However, $\Pi$ is not derived from a quaternion algebra. Indeed it can be checked using Snap [21] that its trace-field has degree 6 and $\Pi^{(2)} < \Gamma_1$. If $\Pi^{(2)} < \Gamma_W$ then, by volume considerations, the index would be 8. However, Magma (see below) shows that $\Gamma_W$ has a unique conjugacy class of subgroups of index 8 and the corresponding manifold is a rational homology 3–sphere; in particular it cannot be a fiber bundle over the circle. Thus $\Pi^{(2)}$ has a unique conjugacy class of subgroups of index 8 and the corresponding manifold is a rational $W$ then, by volume considerations, the index would be 8. However, Magma (see below) shows that $\Gamma_W$ has a unique homomorphism onto $\mathbb{Z}/3\mathbb{Z}$ whose kernel provides the cover $M_6$. Volume considerations show that the covering degree $M_6 \rightarrow \Pi_W$ is 24. For the last part, by inspection of the lists of first homology groups in [10.4] the only possibility for $\Pi_6$ is $l[1]$. □

The Magma calculation for the index 8 subgroups of $\Gamma_W$:

```magma
> g<a,b>:=Group<a,b|a*b*a*b^-1*b^2*a^-1*b,a*b*a*b^-1*a^-2*b^-1*a*b>;
> print AbelianQuotientInvariants(g);
[ 5, 5 ]
> l:=LowIndexSubgroups(g,<8,8>); print #l;
1
> print AbelianQuotientInvariants(l[1]);
[ 5, 30 ]
```

We will also need the following.

**Lemma 9.4.** Let $\text{Mod}_g$ be the Mapping Class group of the closed orientable surface of genus $g$. Let $\eta \in \text{Mod}_g$ and let $G(\eta) = S_g \rtimes \mathbb{Z}$ be the fundamental group of the bundle with holonomy $\eta$ and assume $b_1(G(\eta)) = 1$. If the image of $\eta \in \text{Mod}_g$ under the natural homomorphism $\text{Mod}_g \rightarrow \text{Sp}(2g, \mathbb{Z})$ has infinite order and $d > 1$, then $G(\eta) \not\cong G(\eta^d)$.

**Proof.** The congruence topology on $\text{Sp}(2g, \mathbb{Z})$ induces the full profinite topology on abelian subgroups; see Segal [15 Ch 10] (see also [33]). Thus, given $d$, there is an integer $n_0$ such that the images of $\eta$ and $\eta^d$ generate distinct cyclic subgroups of $\text{Sp}(2g, \mathbb{Z}/n_0\mathbb{Z})$. As $b_1(G(\eta)) = 1$, we can now argue as in Lemma 2.5 of [14], we recall the details. The unique epimorphism $G(\eta) \rightarrow \mathbb{Z}$ defines a short exact sequence

$$1 \rightarrow S_g \rightarrow \widehat{G(\eta)} \rightarrow \widehat{\mathbb{Z}} \rightarrow 1.$$ 

If $K < S_g$ is a characteristic and finite index, then the canonical map $S_g \rightarrow S_g/K$ defines an epimorphism $\widehat{G(\eta)} \rightarrow G(\eta)/K$. As $\widehat{K}$ is normal in $\widehat{G(\eta)}$, the action of $\widehat{\mathbb{Z}}$ by conjugation on $\widehat{G(\eta)}$ descends to an outer action on $\widehat{S_g}/\widehat{K} = S_g/K$, defining a cyclic subgroup $C_\eta < \text{Out}(G/K)$. The righthand factor of $G(\eta) = S_g \rtimes \mathbb{Z}$ is dense in $\widehat{\mathbb{Z}}$, so the image of $\eta$ generates $C_\eta$. If $K$ is the kernel of the canonical map $S_g \rightarrow H_1(S_g, \mathbb{Z}/n_0\mathbb{Z})$, then $C_\eta = C_\eta(n_0)$ is the cyclic group generated by the image of $\eta$ in $\text{Sp}(2g, \mathbb{Z}/n_0\mathbb{Z}) < \text{Out}(\mathbb{Z}/n_0\mathbb{Z})$. By construction, $C_\eta(n_0)$ is an invariant of $\widehat{G(\eta)}$ (rather than $G(\eta)$) and $|C_\eta(n_0)| < |C_\eta(n_0)|$. Thus $\widehat{G(\eta)} \not\cong G(\eta^d)$. □

9.3. **Proof of Theorem 9.1.** Let $\Gamma_6 = \pi_1(M_6)$ be as in Lemma 9.3. Then $[\Gamma_W : \Gamma_6] = 24$ and $\Gamma_6$ is the subgroup $l[1]$ appearing in the calculation [10.4]. Denoting the core of $\Gamma_6$ in $\Gamma_W$ by $C$, we have $\Gamma_6/C \cong \text{PSL}(2, \mathbb{F}_{23})$. Let $L_6 = \Gamma_6 \cap L$ and $L_C = C \cap L$. From the discussion in [4.5] we know that $L/L_C \cong \Delta/\rho^{-1}(C)$ and that the epimorphism $L \rightarrow L/L_C \cong \text{PSL}(2, \mathbb{F}_{23})$ is the restriction of the epimorphism $\Gamma_W \rightarrow \Gamma_W/C$. Note that $L \neq L_6$ since $b_1(L_6) > 0$, and $L$ can only have finite abelian quotients (since it is a quotient of $\Delta$ and $\Delta \cong \Gamma_W$). It follows that $|L : L_6| = 24$, since on the one hand $|L : L_6| \leq |\Gamma_W : \Gamma_6| = 24$, while on the other hand, as remarked above, 24 is the minimal index of a proper subgroup of $\text{PSL}(2, \mathbb{F}_{23})$. 


Now consider $\Delta_6 = \rho^{-1}(L_6) < \Delta$. This has index 24 in $\Delta$ and moreover by construction of $L$ (see §4.5) the normal core of $\Delta_6$ in $\Delta$ is $\rho^{-1}(C)$. From §10.4 and Proposition 2.1 there is a unique subgroup (up to conjugacy in $\Delta$) of index 24 with normal core having quotient $\operatorname{PSL}(2,\mathbb{Z})$ and positive first betti number. By construction, $\Delta_6$ is this unique subgroup and hence $\hat{\Gamma}_6 \cong \Delta_6$.

Consider the epimorphism $\hat{\Gamma}_6 \cong \hat{\Delta}_6 \to L_6$. Note that $b_1(L_6) = 1$ as $b_1(\hat{\Gamma}_6) = 1$. By construction, $N = \mathbb{H}^3/L_6$ is a closed hyperbolic 3–manifold that fibers over the circle: it is a finite cover of the fibered manifold $M_6$. By Lemma 9.3 $M_6$ is a genus 2 surface bundle over the circle; let $F \lt \Gamma_6$ be the fundamental group of the fiber. The fiber of $N$ has fundamental group $L_6 \cap F$. When we take profinite completions, the epimorphism $\hat{\Gamma}_6 \cong \hat{\Delta}_6 \to L_6$ restricts to an epimorphism $\hat{F} \to L_6 \cap F$ (because $F$ and $L \cap F$ are the respective kernels of the unique epimorphisms to $\mathbb{Z}$). It follows that $L_6 \cap F$ has genus at most 2, and hence $L_6 \cap F = F$. In particular $N \cong M_6$ is a cyclic cover (of degree $d$ say) and $L_6 = F \rtimes \psi \mathbb{Z}$.

Now, since $\hat{F}$ is Hopfian, we have that $\hat{\rho}$ restricted to $\hat{\Gamma}_6 \to \hat{\Delta}_6$ is injective. Elements of $\hat{\Delta}_6$ in the complement of $\hat{F}$ project non-trivially to the right-hand factor of $\hat{\Gamma}_6 = \hat{F} \rtimes \mathbb{Z}$ and hence map non-trivially under $\hat{\rho}$ to the $\hat{\mathbb{Z}}$ factor of $\hat{L}_6 = \hat{F} \times \hat{\mathbb{Z}}$. We conclude that $\hat{\rho}$ is injective on $\Delta_6$ and hence we have an isomorphism $\hat{\Gamma}_6 \cong \Delta_6 \to \hat{L}_6$. Thus $\hat{F} \rtimes \mathbb{Z} \cong \hat{F} \rtimes \psi \mathbb{Z}$. Since the action of $\psi$ on $H_1(\hat{F},\mathbb{Z})$ is represented by a positive matrix, it has infinite order in $\operatorname{Sp}(4,\mathbb{Z})$, so Lemma 9.4 applies and we conclude that $d = 1$; in other words $L_6 = \Gamma_6$ and $\rho: \Delta_6 \to \Gamma_6$ is an isomorphism. Finally, we have proved that $L_6$ has index 24 in $L = \rho(\Delta)$, and by construction $\Delta_6$ has index 24 in $\Delta$.

Therefore $L = \Gamma_W$ (since $[\Gamma_W : \Gamma_6] = [\Gamma_W : L_6] = 24$) and $\rho: \Delta \to \Gamma_W$ is surjective. Thus we have a surjection $\hat{\Gamma}_W \cong \hat{\Delta} \to \hat{\Gamma}_W$, and using the Hopf property again, we conclude that $\hat{\rho}$ is injective, hence so is $\rho$. Thus $\rho: \Delta \to \Gamma_W$ is an isomorphism. \(\square\)

9.4. Profinite rigidity of Kleinian groups containing $\Gamma_W$. As in the case of $\Gamma = \operatorname{PSL}(2,\mathbb{Z}[\omega])$, once the profinite rigidity of $\Gamma_W$ has been established we can deduce the profinite rigidity for other Kleinian groups. We only record two cases here. Recall from §5.4 that $\Gamma_W$ is a normal subgroup of index 3 in a group $\Gamma_{O,5}$, which we now denote by $\Gamma_1$. Moreover, as noted in §5.4 there is a maximal group $\Gamma_O$ containing $\Gamma_1$ with $\Gamma_O/\Gamma_1 \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$.

**Theorem 9.5.** $\Gamma_O$ and $\Gamma_1$ are profinitely rigid.

*Proof.* We deal with $\Gamma_1$ first. As in the proof of Theorems 8.2 and 8.3 if $\Lambda$ is a residually finite group with $\Lambda \cong \Gamma_1$, then $\Lambda$ contains an index 3 normal subgroup $D$ with $D \cong \hat{\Gamma}_1$, and from the profinite rigidity of $\Gamma_W$ and Mostow Rigidity we deduce that $\Lambda$ is either an arithmetic Kleinian group containing $\Gamma_W$ as a normal subgroup of index 3, or else $\Lambda \cong \hat{\Gamma}_1 \times \mathbb{Z}/3\mathbb{Z}$. The latter case can be excluded for this implies that $\Lambda$ and $\Gamma_1$ surject $\mathbb{Z}/5\mathbb{Z} \times \mathbb{Z}/5\mathbb{Z}$ which they does not, because as was pointed out in §5.4 the orbifold $\mathbb{H}^3/\Gamma_1$ is obtained from $(3,0)$ Dehn surgery on $5_2$ and so has abelianization $\mathbb{Z}/3\mathbb{Z}$.

Thus assume that $\Lambda$ is an arithmetic Kleinian group containing $\Gamma_W$. (We remark that this forces $\Lambda$ to contain an element of finite order since $\Gamma_W$ is the minimal-volume closed (arithmetic) hyperbolic 3–manifold; and the only possible order for a torsion element is 3, since $\Gamma_W < \Lambda$ is a normal subgroup of index 3.) Because $\Gamma_{\text{ab}} \cong \mathbb{Z}/3\mathbb{Z}$, we know that $H_1(\Lambda,\mathbb{Z}/2\mathbb{Z}) = 0$, and since there is a unique maximal order in the invariant quaternion algebra (as remarked in §5.4) we can assume that $\Lambda < \Gamma_1$. But then $[\Gamma_1 : \Gamma_W] = [\Lambda : \Gamma_W] = 3$, so $\Lambda = \Gamma_1$ as required.

We now deal with $\Gamma_O$. Suppose that $\Lambda$ is a finitely generated, residually finite group with $\hat{\Lambda} = \hat{\Gamma}_O$. The commutator subgroup of $\Gamma_O$ is $\Gamma_1$, and $\Gamma_O/\Gamma_1 \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$. Hence there is a unique normal subgroup of index 4 in $\hat{\Gamma}_O$, which we denote by $N$. By the first part of the proof, $\Lambda_1 := N \cap \Lambda$ is isomorphic to $\Gamma_1 := N \cap \Gamma_O$.

$\Gamma_O$ is maximal in the commensurability class of $\Gamma_1$ (see [32, Ch 11]), so by Mostow rigidity its action by conjugation on $\Gamma_1$ gives an isomorphism $\Gamma_O \cong \operatorname{Aut}(\Gamma_1)$. 

Theorem 9.1 shows that we can assume that 

\[ 9.7. \]

For all integers \( r \geq 1 \) and \( r \), the groups \( \Gamma_w \times \mathbb{Z}^r \) are profinitely rigid.

Proof. Theorem 9.1 shows that \( \lambda \) is a finitely generated residually finite group with \( \hat{\Lambda} \cong \Gamma_w \times \mathbb{Z}_w \cong \hat{\Gamma}_w \times \hat{\mathbb{Z}}^r \). Since \( \mathbb{Z}_w \) is central, any Zariski-dense representation of \( \Gamma_w \times \mathbb{Z}^r \) into \( \text{PSL}(2, \mathbb{C}) \) must kill this central \( \mathbb{Z}^r \). (It is important here to work with the centerless \( \text{PSL}(2, \mathbb{C}) \).) Hence there is a bijection between \( X_{zar}(\Gamma_w, \mathbb{C}) \) and \( X_{zar}(\Gamma_w \times \mathbb{Z}^r, \mathbb{C}) \). Thus by Corollary 5.3 \( |X_{zar}(\Gamma \times \mathbb{Z}^r, \mathbb{C})| = 3 \). It follows that \( \Gamma_w \times \mathbb{Z}^r \) is Galois rigid, and so by Theorem 4.8, \( \Lambda \) is Galois rigid. From Galois rigidity, we get an epimorphism \( \rho: \Lambda \to L \) where \( L < \Gamma_w \) and \( O \) is a maximal order contained in the invariant quaternion algebra of \( \Gamma_w \). Recall that we can conjugate \( \Gamma_w \) into \( \Gamma_w \), in which case \( [\Gamma_w : \Gamma_w] = 3 \). By construction, the kernel of \( \hat{\rho}: \hat{\Lambda} \to \hat{L} \) contains \( \{1\} \times \hat{\mathbb{Z}}^r \). Thus \( \hat{\rho} \) factors through the projection to the first factor of \( \Gamma_w \times \hat{\mathbb{Z}}^r \) and we obtain a continuous epimorphism \( \hat{\rho}_0: \Gamma_w \to \hat{L} \). It follows that \( \hat{L} \) cannot have \( \mathbb{Z}/3\mathbb{Z} \) as a quotient, and hence there is no 3-torsion in \( H_1(L, \mathbb{Z}) \). The argument of Lemma 9.2 now applies to show that \( L < \Gamma_w \).

We may now run the argument in the proof of Theorem 9.1 on \( \hat{\Gamma}_w \to \hat{L} \to \hat{\Gamma}_w \) to deduce that \( L = \Gamma_w \) and \( \hat{\rho}_0 \) is an isomorphism. Thus we obtain a short exact sequence

\[ 1 \to Z \to \Lambda \to \Gamma_w \to 1, \]

where \( Z = \Lambda \cap \{1\} \times \hat{\mathbb{Z}}^r \) is central in \( \Lambda \). Associated to any short exact sequence of groups \( 1 \to N \to G \to Q \to 1 \) one has a 5-term exact sequence in homology with \( \mathbb{Z} \)-coefficients,

\[ H_2(Q, \mathbb{Z}) \to H_0(Q, H_1(N, \mathbb{Z})) \to H_1(G, \mathbb{Z}) \to H_1(Q, \mathbb{Z}) \to 0; \]

for central extensions the second term is simply \( N \). In the case \( Q = \Gamma_w \), from 5.4 we have \( H_1(\Gamma_w, \mathbb{Z}) = (\mathbb{Z}/5\mathbb{Z})^2 \), and \( H_2(\Gamma_w, \mathbb{Z}) = H^1(\Gamma_w, \mathbb{Z}) = 0 \) by Poincaré duality. Thus the 5-term sequence reduces to a short exact sequence

\[ 0 \to Z \to H_1(\Lambda, \mathbb{Z}) \to (\mathbb{Z}/5\mathbb{Z})^2 \to 0, \]

where \( Z \) is torsion-free. But \( \hat{\Lambda} = \Gamma_w \times \hat{\mathbb{Z}}^r \), so \( H_1(\Lambda, \mathbb{Z}) = (\mathbb{Z}/5\mathbb{Z})^2 \times \hat{\mathbb{Z}}^r \), by Lemma 3.4. Thus \( Z = \mathbb{Z}^r \) and 4 splits. It follows that the central extension (3) also splits, and therefore \( \Delta \cong \Gamma_w \times \mathbb{Z}^r \) as claimed. \( \Box \)

10. Magma Calculations

In this section we include the longer Magma routines used throughout the paper.

10.1. What follows is the Magma routine to complete the proof of Lemma 6.2 with \( g \) the group \( \Gamma \) given by the presentation in \( \S 2 \). The routine computes subgroups of index \( n \leq 12 \), prints the number of such and computes their abelianizations. The notation \( [a, b, 0] \) represents an abelianization \( \mathbb{Z}/a\mathbb{Z} \times \mathbb{Z}/b\mathbb{Z} \times \mathbb{Z} \).
> g<a,b,c>:=Group<a,b,c|a^3,b^2,c^2,(b*c)^3,(c*a^-1)^3,(b*a^-1)^3>;  
> print AbelianQuotientInvariants(g);  
[ 3 ]  
> l:=LowIndexSubgroups(g,<3,3>);  
> print #l;  
1  
> print AbelianQuotientInvariants(l[1]);  
[ 2, 2 ]  
> l:=LowIndexSubgroups(g,<4,4>);  
> print #l;  
1  
> print AbelianQuotientInvariants(l[1]);  
[ 3, 3 ]  
> l:=LowIndexSubgroups(g,<5,5>);  
> print #l;  
1  
> print AbelianQuotientInvariants(l[1]);  
[ 3, 3 ]  
> l:=LowIndexSubgroups(g,<6,6>);  
> print #l;  
2  
> print AbelianQuotientInvariants(l[1]);  
[ 2, 0 ]  
> print AbelianQuotientInvariants(l[2]);  
[ 6 ]  
> l:=LowIndexSubgroups(g,<7,7>);  
> print #l;  
4  
> print AbelianQuotientInvariants(l[1]);  
[ 6 ]  
> print AbelianQuotientInvariants(l[2]);  
[ 6 ]  
> print AbelianQuotientInvariants(l[3]);  
[ 6 ]  
> print AbelianQuotientInvariants(l[4]);  
[ 6 ]  
> l:=LowIndexSubgroups(g,<8,8>);  
> print #l;  
2  
> print AbelianQuotientInvariants(l[1]);  
[ 3, 3 ]  
> print AbelianQuotientInvariants(l[2]);  
[ 3, 3 ]  
> l:=LowIndexSubgroups(g,<9,9>);  
> print #l;  
1  
> print AbelianQuotientInvariants(l[1]);  
[ 2, 2 ]  
> l:=LowIndexSubgroups(g,<10,10>);
> print #1;
1
> print AbelianQuotientInvariants(l[1]);
[ 6, 0 ]
> l:=LowIndexSubgroups(g,<11,11>);
> print #1;
0
> l:=LowIndexSubgroups(g,<12,12>);
> print #1;
7
> print AbelianQuotientInvariants(l[1]);
[ 0 ]
> print AbelianQuotientInvariants(l[2]);
[ 5, 0 ]
> print AbelianQuotientInvariants(l[3]);
[ 3, 9 ]
> print AbelianQuotientInvariants(l[4]);
[ 3, 9 ]
> print AbelianQuotientInvariants(l[5]);
[ 3, 3, 3 ]
> print AbelianQuotientInvariants(l[6]);
[ 2, 0 ]
> print AbelianQuotientInvariants(l[7]);
[ 3, 3, 3 ]

10.2. What follows is the Magma routine to complete the proof of Proposition 7.3. Actually this computes all index 5 subgroups in the required groups. We use the presentation of \( \Gamma \) used above and consider those subgroups listed in the previous Magma routine with \( b_1 = 1 \). Note that the case of the fundamental group of the figure-eight knot complement is quickly eliminated as it has a unique 5–fold cyclic cover, which is a 1–punctured torus bundle over the circle and has \( b_1 = 1 \). Hence we exclude this from consideration. The last group shown is that of the sister.

g<a,b,c>:=Group<a,b,c|a^3,b^2,c^2,(b\cdot c)^3,(c\cdot a^-1)^3,(b\cdot a^-1)^3>;
> l:=LowIndexSubgroups(g,<6,6>);
> print #1;
2
> print AbelianQuotientInvariants(l[1]);
[ 2, 0 ]
> h:=Rewrite(g,l[1]);
> k:=LowIndexSubgroups(h,<5,5>);
> print #k;
4
> print AbelianQuotientInvariants(k[1]);
[ 2, 0, 0 ]
> print AbelianQuotientInvariants(k[2]);
[ 2, 0 ]
> print AbelianQuotientInvariants(k[3]);
[ 2, 0, 0, 0 ]
> print AbelianQuotientInvariants(k[4]);
[ 2, 0, 0 ]
> l:=LowIndexSubgroups(g,<10,10>);
> print #1;
1
> print AbelianQuotientInvariants(l[1]);
[ 6, 0 ]
> h:=Rewrite(g,l[1]);
> k:=LowIndexSubgroups(h,<5,5>);
> print #k;
6
> print AbelianQuotientInvariants(k[1]);
[ 3, 6, 0 ]
> print AbelianQuotientInvariants(k[2]);
[ 3, 6, 0 ]
> print AbelianQuotientInvariants(k[3]);
[ 3, 6, 0 ]
> print AbelianQuotientInvariants(k[4]);
[ 6, 0 ]
> print AbelianQuotientInvariants(k[5]);
[ 2, 6, 0, 0 ]
> print AbelianQuotientInvariants(k[6]);
[ 3, 6, 0, 0 ]
> l:=LowIndexSubgroups(g,<12,12>);
> print #1;
7
> print AbelianQuotientInvariants(l[6]);
[ 2, 0 ]
> h:=Rewrite(g,l[6]);
> k:=LowIndexSubgroups(h,<5,5>);
> print #k;
4
> print AbelianQuotientInvariants(k[1]);
[ 2, 0, 0, 0 ]
> print AbelianQuotientInvariants(k[2]);
[ 2, 0, 0, 0 ]
> print AbelianQuotientInvariants(k[3]);
[ 2, 0, 0, 0 ]
> print AbelianQuotientInvariants(k[4]);
[ 2, 0 ]
> print AbelianQuotientInvariants(l[2]);
[ 5, 0 ]
> h:=Rewrite(g,l[2]);
> k:=LowIndexSubgroups(h,<5,5>);
> print #k;
8
> print AbelianQuotientInvariants(k[1]);
[ 0, 0, 0, 0, 0 ]
> print AbelianQuotientInvariants(k[2]);
[ 5, 5, 0 ]
> print AbelianQuotientInvariants(k[3]);
[ 5, 5, 0 ]
10.3. The group $g$ below is the group $\Lambda_0$, i.e. the group generated by reflections in the faces of $T_0$, $z$ is $\Lambda_2$ and $\text{bia}$ denotes the group $\Gamma \times \mathbb{Z}/2\mathbb{Z}$.

```plaintext
> g<r1,r2,r3,r4>:=Group<r1,r2,r3,r4|r1^2,r2^2,r3^2,r4^2,(r1*r2)^3,(r1*r3)^2,(r1*r4)^2,
> (r2*r3)^3,(r2*r4)^2,(r3*r4)^6>;
> print AbelianQuotientInvariants(g);
[ 2, 2 ]
> l:=LowIndexSubgroups(g,<2,2>);
> print AbelianQuotientInvariants(l[1]);
[ 2 ]
> print AbelianQuotientInvariants(l[2]);
[ 6 ]
> print AbelianQuotientInvariants(l[3]);
[ 2 ]
> print l[1];
Finitely presented group on 3 generators, Index in group g is 2,
Generators as words in group g
$.1 = r2 * r1, $.2 = r3 * r1, $.3 = r4 * r1
> print l[2];
Finitely presented group on 3 generators, Index in group g is 2,
Generators as words in group g
$.1 = r2 * r1, $.2 = r3 * r1, $.3 = r4
> print l[3];
Finitely presented group on 4 generators, Index in group g is 2,
Generators as words in group g
$.1 = r1, $.2 = r2, $.3 = r3, $.4 = r4 * r3 * r4
> z:=Rewrite(g,l[2]); print z;
Finitely presented group z on 3 generators, Generators as words in group g
z.1 = r2 * r1, z.2 = r3 * r1, z.3 = r4
Relations
z.3^2 = Id(z), z.2^2 = Id(z), z.1^3 = Id(z), z.1 * z.3 * z.1^-1 * z.3 = Id(z)
(z.1 * z.2)^3 = Id(z), (z.2 * z.3)^6 = Id(z)
> bia<a,b,c,t>:=Group<a,b,c,t|(t,a),(t,b),(t,c),t^2,a^3,b^2,c^2,(b*c)^3,
> (c*a^-1)^3,(b*a^-1)^3>;
> q:=LowIndexSubgroups(z,<7,7>);
> print #q;
0
> qq:=LowIndexSubgroups(bia,<7,7>);
> print #qq;
4
```
This subsection contains the Magma calculations used in §9.1. We use the presentation for $\Gamma_W$ stated in §5.4, this is the group $g$ in the Magma routine.

```magma
> g<a,b>:=Group<a,b| a*b*a*b*a^-1*b^2*a^-1*b, a*b*a*b^-1*a^2*b^-1*a*b>;
> print AbelianQuotientInvariants(g);
[ 5, 5 ]
> l:=LowIndexSubgroups(g,<24,24>);
> print #l;
11
> print AbelianQuotientInvariants(l[1]);
[ 5, 55, 0 ]
> f,i:=CosetAction(g,l[1]);
> print Order(i);
6072
> IsSimple(i);
true
> print AbelianQuotientInvariants(l[2]);
[ 2, 2, 2, 10, 110 ]
> f,i:=CosetAction(g,l[2]);
> print Order(i);
6072
> IsSimple(i);
true
> print AbelianQuotientInvariants(l[3]);
[ 5, 30, 0 ]
> f,i:=CosetAction(g,l[3]);
> print Order(i);
2204496
> print AbelianQuotientInvariants(l[4]);
[ 90, 90 ]
> f,i:=CosetAction(g,l[4]);
> print Order(i);
2204496
> print AbelianQuotientInvariants(l[5]);
[ 5, 30, 0 ]
> f,i:=CosetAction(g,l[5]);
> print Order(i);
2204496
> print AbelianQuotientInvariants(l[6]);
[ 2, 2, 2, 70, 70 ]
> f,i:=CosetAction(g,l[6]);
> print Order(i);
168
> print AbelianQuotientInvariants(l[7]);
[ 90, 90 ]
> f,i:=CosetAction(g,l[7]);
> print Order(i);
2204496
> print AbelianQuotientInvariants(l[8]);
[ 5, 5, 10 ]
```
Appendix:

Here we prove Lemma 4.9, whose statement we repeat for the convenience of the reader.

**Lemma A.1.** Let $K$ and $K'$ be number fields and let $\tau_f : V^f_K \to V^f_{K'}$ be an injective map of sets. If $K'_w \cong K_{\tau_f(w)}$ for all $w \in V^f_{K'}$, then $\tau_f$ is a bijection.

**Proof.** As $K'_w \cong K_{\tau_f(w)}$ for all $w \in V^f_{K'}$, any prime that splits completely in $K$ must also split completely in $K'$. By [33, p. 108, Cor to Thm 31] and [30, p. 164, Thm 5.5], we see that $K'$ is a subfield of the Galois closure $K_{\text{gal}}$ of $K$ over $Q$. Let $G = \text{Gal}(K_{\text{gal}}/Q)$, and let $H$ and $H'$ be the subgroups of $G$ that fix $K$ and $K'$ respectively. Let $\chi, \chi'$ be the permutation characters for the $G$ action on $G/H$ and $G/H'$. By [30, p. 128, Prop 2.7], if $p$ is a rational prime that does not ramify in $K_{\text{gal}}$ and $g \in G$ is the Frobenius automorphism of any prime of $K_{\text{gal}}$ over $p$, then the inertia degrees of the primes over $p$ in $K, K'$ are given by the orders of the orbits of $\langle g \rangle$ acting on $G/H$ and $G/H'$. Restricting $\tau_f$ to $V^f_K$, we get an injection $G/H' \to G/H$ of $\langle g \rangle$–sets. Thus $\chi'(g) \leq \chi(g)$. By Chebotarev’s density theorem, each $g \in G$ is the Frobenius automorphism for infinitely many unramified primes of $K_{\text{gal}}$. Therefore,

$$\chi'(g) \leq \chi(g)$$

for every $g \in G$. For a $G$–set $Z$ with permutation character $\chi_Z$, the number of orbits of the action on $Z$ is $1/|G| \sum_g \chi_Z(g)$. Hence

$$1/|G| \sum_g \chi(g) = 1/|G| \sum_g \chi'(g) = 1$$

and $\sum_g (\chi(g) - \chi'(g)) = 0$. From (5) we deduce $\chi = \chi'$. Thus $|G/H| = |G/H'|$ and $K, K'$ have the same degree over $Q$, so $\tau_f$ is a bijection. $\square$
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