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Abstract
We prove a homological stability theorem for congruence subgroups of symplectic groups. From this theorem, we deduce a generalization of a theorem of Borel showing that certain homology groups of a congruence subgroup do not depend on the level of the congruence subgroup.

1 Introduction
A theorem of Borel [2, 7.5] states that for a semisimple real Lie group $G$, the rational group homology $H_m(\Gamma; \mathbb{Q})$ is the same for any lattice $\Gamma \subset G$, at least when $m$ is smaller than some constant depending on $G$. Consider the case where $G$ is the special linear group $\text{SL}_n$. Given an integer $p \geq 2$, define the level $p$ congruence subgroup $\text{SL}_n(\mathbb{Z}, p\mathbb{Z})$ to be the kernel of the natural map $\text{SL}_n(\mathbb{Z}) \to \text{SL}_n(\mathbb{Z}/p\mathbb{Z})$. Then for each $m$, Borel [2, §9] showed that there exists an integer $N_m$ such that $H_m(\text{SL}_n(\mathbb{Z}, p\mathbb{Z}); \mathbb{Q}) \cong H_m(\text{SL}_n(\mathbb{Z}); \mathbb{Q})$ for all $m > N_m$. This result can be generalized to congruence subgroups defined over rings other than $\mathbb{Z}$. Please note that throughout the rest of the paper, we only consider two-sided ideals.

Definition. For an arbitrary ring $R$ and an ideal $\mathfrak{a} \subset R$, the congruence subgroup $\text{GL}_n(R, \mathfrak{a})$ is $\ker(\text{GL}_n(R) \to \text{GL}_n(R/\mathfrak{a}))$.

The following natural generalization of Borel’s theorem is essentially due to Charney[4].

Theorem (Borel stability for congruence subgroups [4]). Suppose that $R$ is a commutative Noetherian ring of Krull dimension $k - 1$ and $\mathfrak{a}$ is an ideal of $R$ with $R/\mathfrak{a}$ finite. Then for $m \geq 1$ and $n \geq 2m + 2k + 4$, the map $H_m(\text{GL}_n(R, \mathfrak{a}); \mathbb{Q}) \to H_m(\text{GL}_n(R); \mathbb{Q})$ is an isomorphism.

We will prove a version of this theorem for symplectic groups (Theorem 5.1).
**Definition.** Suppose $R$ is a commutative ring and $a$ an ideal of $R$. The symplectic congruence subgroup $\text{Sp}_{2n}(R,a)$ is $\ker(\text{Sp}_{2n}(R) \to \text{Sp}_{2n}(R/\mathfrak{a}))$.

**Theorem (Borel stability for congruence subgroups of symplectic groups).** Suppose that $R$ is a commutative Noetherian ring of Krull dimension $k-2$ and $a$ is an ideal of $R$ with $R/\mathfrak{a}$ finite. Then for $m \geq 1$ and $n \geq 2m+2k+4$, the map $H_m(\text{Sp}_{2n}(R,a);\mathbb{Q}) \to H_m(\text{Sp}_{2n}(R);\mathbb{Q})$ is an isomorphism.

To prove our theorem, we employ the method outlined by Putman [11, 5.11]: we first prove a homological stability result for congruence subgroups and then use the stability trick described in [12, Lemma 5.1]. A sequence of groups $\Gamma_1 \subseteq \Gamma_2 \subseteq \Gamma_3 \subseteq \ldots$ is said to be homologically stable if the map $H_m(\Gamma_{n-1}) \to H_m(\Gamma_n)$ induced by inclusion $\Gamma_{n-1} \to \Gamma_n$ is an isomorphism for all $n > N_m$, where $N_m$ is a constant depending on $m$. This property is known to hold for many natural sequences of groups including symmetric groups [10], general linear groups over rings satisfying stable range conditions [14], and mapping class groups [6]. However, it does not hold for congruence subgroups. Consider the case where $\Gamma_n$ is the congruence subgroup $\text{SL}_n(\mathbb{Z},p\mathbb{Z})$. Then Lee and Szczarba [8] showed that $H_1(\Gamma_n) \cong \mathfrak{sl}_n(\mathbb{Z}/p\mathbb{Z})$ for $n \geq 3$, so homological stability does not hold. However, if we take homology with rational rather than integral coefficients, then homological stability does hold, i.e., for all $m$ there exists $N_m$ such that $H_m(\Gamma_{n-1};\mathbb{Q}) \to H_m(\Gamma_n;\mathbb{Q})$ is an isomorphism for $n > N_m$, by the aforementioned work of Borel [2]. See Putman [13] for a description of how $H_m(\Gamma_n;\mathbb{Z}/p\mathbb{Z})$ changes as $n$ increases.

More generally, for $\text{GL}_n(R,a)$, Charney [4] proved that with appropriate coefficients, homological stability will hold for a wide class of rings $R$, for instance any commutative Noetherian ring of finite Krull dimension. Charney’s proof, like most proofs of homological stability theorems, follows a technique introduced in the unpublished work of Quillen which involves examining the action of congruence subgroups on various simplicial complexes. In this paper, we apply a simplified version of Charney’s argument to congruence subgroups of symplectic groups. In particular, we prove the following, as Theorem 4.4.

**Theorem.** Suppose that $R$ is a commutative Noetherian ring of Krull dimension $k-2$, and $a$ a proper ideal of $R$. Suppose further that the inclusion of groups $a \subseteq R$ induces an isomorphism on homology (with coefficients in a field $M$ with trivial $R$-action):

$$H_*(a;M) \xrightarrow{\cong} H_*(R;M).$$
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Then for $n \geq 2m + k + 4$, the map

$$H_m(\text{Sp}_{2(n-1)}(R, a); M) \to H_m(\text{Sp}_{2n}(R, a); M)$$

is a surjection, and for $n \geq 2m + k + 5$, this map is an isomorphism.

From this theorem, and the above mentioned stability trick, we will derive our Borel stability theorem for congruence subgroups of symplectic groups. It is worth noting that we use no analytic techniques, in contrast to Borel. Also, our proof is not a straightforward generalization of Charney’s. In particular, the complexes considered by Charney depend on $a$, and have no known symplectic analogue. Defining such complexes and proving that they have the requisite connectivity properties would presumably be quite difficult. Our techniques allow us to instead use complexes which have been already been studied by Mirzaii and Van der Kallen [9].

Outline. §2 reviews the basic equivariant homology needed to operate Quillen’s machine for proving homological stability theorems. §3 proves a generic theorem which states that a sequence of groups enjoys homological stability if it acts on a sequence of complexes in an appropriate way. As usual, the proof proceeds by comparing certain spectral sequences which converge to the equivariant homology of these complexes. §4 shows that the generic theorem can be applied to congruence subgroups of symplectic groups over rings satisfying symplectic stable range conditions acting on complexes of hyperbolic pairs. Finally §5 uses our results to obtain our Borel stability results.
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2 Equivariant Homology

In the next section, we will prove a theorem stating that whenever a sequence of groups acts on a sequence of (simplicial) complexes in a prescribed way, the groups enjoy homological stability. To do this, we must extensively exploit the theory of equivariant homology, so we review this theory now (a lucid reference is [3, §VII.7]).

Definition. Suppose a group $G$ acts on the left on a simplicial complex $X$. Then we can form the equivariant homology of $G$ acting on $X$, denoted
$H^G_*(X)$, by taking the homology of the chain complex $F_* \otimes_G C_*(X)$ where $F_*$ is a free resolution of $\mathbb{Z}$ over $\mathbb{Z}[G]$ and $C_*(X)$ is the simplicial chain complex of $X$ (which carries a natural left $G$ action).

Here, the operation $\otimes_G$ is a slightly more subtle version of tensoring over $\mathbb{Z}[G]$. Given left $G$-modules $A$ and $B$, the $\mathbb{Z}$-module $A \otimes_G B$ can be given the diagonal left $G$-action $g \cdot (x \otimes y) = gx \otimes gy$, so we can define $A \otimes_G B = (A \otimes B)/G$. Equivalently, we define a right module structure on $A$ via $x \cdot g = g^{-1} \cdot x$, and take $A \otimes_{\mathbb{Z}[G]} B$. Of course, we can also compute equivariant homology with coefficients in some abelian group $M$: that is, we define $H^G_*(X; M)$ to be the homology of $F_* \otimes_G C_*(X, M)$. Similarly, we define the reduced equivariant homology $\tilde{H}^G_*(X; M)$ to be the homology of $F_* \otimes_G \tilde{C}_*(X, M)$.

For our purposes, this construction derives its importance from the fact that it can be computed via a spectral sequence which encodes information about the homology of $G$ and its subgroups. Thus, computing $\tilde{H}^G_*(X; M)$ will yield crucial implications for group homology. The main tool used in this computation is the following lemma [3, VII.7.3].

**Lemma 2.1.** Suppose $\tilde{H}_q(X; M) = 0$ for $q = 0, \ldots, m$. Then $\tilde{H}^G_q(X; M) = 0$ for $q = 0, \ldots, m$.

**Remark:** Brown states this as $H^G_*(X; M) = H_*(G)$, so one might have expected $\tilde{H}^G_q(X; M)$ to be $\tilde{H}_q(G; M)$. However, the lemma is true as stated (the skeptical reader should verify this when $X$ is a point.) The point is that $\tilde{H}^G_*(X)$ is not the reduced homology of $F_* \otimes_G C_*(X, M)$. We first encountered the use of $F_* \otimes_G \tilde{C}_*(X, M)$ in Hatcher and Wahl’s paper [7][p. 26] (although they shrewdly avoid choosing any notation for $\tilde{H}^G_*$ itself.) Classical homological stability papers instead use the homology of an acyclic complex which agrees with $F_* \otimes_G \tilde{C}_*(X)$ for small $q$. One could equally use the non reduced equivariant homology, at the cost of making certain spectral sequence arguments slightly more subtle.

**The spectral sequence.** There is a spectral sequence [3][VII.7.7] with

$$E^1_{pq} = \bigoplus_{\sigma \in \Sigma^p} H_q(\text{Stab}_G \sigma^p)$$

where $\Sigma^p$ is a collection of representatives of $G$-orbits of $p$-cells of $X$, and by convention there is a single $-1$-cell (since $\tilde{C}_{-1}(X; M) = M$). This spectral
sequence converges to
\[ \tilde{H}_s^G(X, M). \]
If \( G \) acts “without rotations”, meaning that the stabilizer of any cell of \( X \) fixes the cell pointwise, then the differential \( d^1 : \mathcal{E}^1_{pq} \to \mathcal{E}^1_{(p-1)q} \) can be readily described \([3][VII.8]\). Suppose \( \tilde{\tau}^{p-1} \) is a face of \( \sigma^p \in \Sigma^p \), and \( \tau^{p-1} \in \Sigma^{p-1} \) is the representative of its \( G \)-orbit, so we can write \( \tau^{p-1} = g\tilde{\tau}^{p-1} \) with \( g \in G \). Then because \( G \) acts without rotations:

\[ \text{Stab}_G \sigma^p \subset \text{Stab}_G \tilde{\tau}^{p-1} = g^{-1}(\text{Stab}_G \tau^{p-1})g. \]

We conclude that inclusion followed by conjugation induces a natural map on homology:

\[ d^1_{\sigma\tau} : H_*(\text{Stab}_G \sigma^p; M) \to H_*(\text{Stab}_G \tau^{p-1}; M) \]

The differential \( d^1 : \mathcal{E}^1_{pq} \to \mathcal{E}^1_{(p-1)q} \) is then just given by summing all of the \( d^1_{\sigma\tau} \).

3 Spectral sequences

We will now apply Quillen’s machine to prove a “generic” homological stability theorem. Fix an abelian group \( M \). From now on, all homology will be taken with coefficients in \( M \) unless otherwise noted, i.e., \( H_*(X) \) means \( H_*(X; M) \). Now suppose we have a sequence of groups \( G_1 \subset G_2 \subset \ldots \), and for each \( i \) we have a subgroup \( \Gamma_i \subset G_i \) such that \( \Gamma_1 \subset \Gamma_2 \subset \ldots \). Suppose further that there are simplicial complexes \( X_1, X_2, \ldots \) such that \( G_i \) acts on \( X_i \). Let \( d \) be a positive integer.

**Theorem 3.1.** Assume:
1. \( G_n \) acts transitively on the \( p \)-cells of \( X_n \) for \( n > p + d \).
2. For all \( p = 0, \ldots, n \), there is a standard \( p \)-cell \( \sigma^p_0 \) in \( X_n \) such that for \( n < p + d \) we have \( \text{Stab}_\Gamma_n \sigma^p_0 = \Gamma_{n-p-1} \) and \( \text{Stab}_\Gamma_n \sigma^p_0 \) fixes the vertices of \( \sigma^p_0 \).
3. \( G_n \) acts trivially on the image of the map \( H_p(\Gamma_{n-1}) \to H_p(\Gamma_n) \) induced by inclusion \( \Gamma_{n-1} \to \Gamma_n \) for \( n > d \) and \( p \geq 0 \).
4. \( X_n \) and \( X_n/\Gamma_n \) are \( \frac{p-d}{2} \) acyclic.

Then the map \( H_m(\Gamma_{n-1}) \to H_m(\Gamma_n) \) is a surjection for \( n \geq 2m + d + 1 \) and an isomorphism for \( n \geq 2m + d + 2 \).

Before proving this theorem, we note that a version of the third assumption was used to a similar end by Charney in \([4][Thm. 5.2]\).
Proof. We will proceed by induction (the prototype for our argument is [7, §5].) When \( m = 0 \), we have that \( H_m(\Gamma_{n-1}) \to H_m(\Gamma_n) \) is just \( M \xrightarrow{id} M \) which is clearly an isomorphism. Now suppose that \( m \geq 1 \) and for all \( q < m \), \( H_q(\Gamma_{n-1}) \to H_q(\Gamma_n) \) is a surjection for \( n \geq 2q + d + 1 \) and an isomorphism for \( n \geq 2q + d + 2 \)

Recall our spectral sequence converging to \( \tilde{H}_*^{\Gamma_n}(X_n) \). We have

\[
\mathcal{E}_{pq}^1 = \bigoplus_{\sigma^p \in \Sigma^p} H_q(\text{Stab}_{\Gamma_n} \sigma^p),
\]

where \( \Sigma^p \) is a collection of representatives of \( \Gamma_n \)-orbits of \( p \)-cells of \( X_n \), (again, by convention there is a single \(-1\)-cell.) Most of our assumptions allow us to understand this \( \mathcal{E}_{pq}^1 \) for small \( p \). For instance, observe that by assumptions 1 and 2, if \( p < n - d \), then \( \mathcal{E}_{pq}^1 \cong C_p(X_n/\Gamma_n; H_q(\Gamma_n - p - 1)) \) (since for each \( \sigma^p \), assumption 1 yields some \( g \in G_n \) such that \( g \sigma^p_0 = \sigma^p \), and thus \( \text{Stab}_{\Gamma_n} \sigma^p = g \text{Stab}_{\Gamma_n} \sigma^p g^{-1} \cong \Gamma_n - p - 1 \) by assumption 2.) Observe also that following [3, §7.8], we can use assumptions 2 and 3 to conclude that for \( p + 1 < n - d \) there is a commutative diagram

\[
\begin{array}{ccc}
\mathcal{E}_{pq}^1 & \xleftarrow{d_1} & \mathcal{E}_{(p+1)q}^1 \\
\cong & & \cong \\
\tilde{C}_p(X_n/\Gamma_n; H_q(\Gamma_n - p - 1)) & \xleftarrow{\phi} & \tilde{C}_{p+1}(X_n/\Gamma_n; H_q(\Gamma_n - p - 2))
\end{array}
\]

where we can describe \( \phi \) as the composition of the boundary map

\[
\tilde{C}_{p+1}(X_n/\Gamma_n; H_q(\Gamma_n - p - 2)) \to \tilde{C}_p(X_n/\Gamma_n; H_q(\Gamma_n - p - 2))
\]

and the natural map

\[
\tilde{C}_p(X_n/\Gamma_n; H_q(\Gamma_n - p - 2)) \to \tilde{C}_p(X_n/\Gamma_n; H_q(\Gamma_n - p - 1)).
\]

Now suppose \( n \geq 2m + d + 1 \). We know that, given a complex \( Y \) and a map of abelian groups \( f : P \to Q \), the composition

\[
\tilde{C}^0(Y; P) \to \tilde{C}^{-1}(Y; P) = P \xrightarrow{f} Q
\]

can be surjective only if \( f \) is surjective. Therefore, to show that \( H_m(\Gamma_{n-1}) \to H_m(\Gamma_n) \) is surjective, it suffices to show that \( \mathcal{E}_{0m}^1 \to \mathcal{E}_{-1m}^1 \) is surjective,
which will follow if we can show that $E_{-1m}^2 = 0$. Now, by 2.1 we have $\tilde{H}_p^\Gamma(X_n) = 0$ for $q \leq m$ since $X_n$ is at least $m$-acyclic by assumption 4. Therefore we have $E_{-1m}^\infty = 0$. Now we will use our inductive assumption to show that $E_{(m-q)q}^2 = 0$ for $q < m$. This will establish that for $r \geq 2$, every differential to or from $E_{-1m}^r$ will be zero, and thus $E_{-1m}^2 = E_{-1m}^\infty = 0$ as desired.

Suppose first that $q \leq m - 2$ (as we will see, the case where $q = m - 1$ is slightly harder). Then since
\[ n - (m - q - 1) \geq 2m + d + 1 - m + q - 1 = m + d + q \geq (q + 2) + d + q = 2q + d + 2 \]
we have that
\[ H_q(\Gamma_{n - m - q - 2}) \xrightarrow{\approx} H_q(\Gamma_{n - m - q - 1}) \xrightarrow{\approx} H_q(\Gamma_{n - m - q}) \to \ldots \]
Writing $Y_n = X_n/\Gamma_n$ and $\Gamma = \Gamma_{n - m - q - 2}$, we get a commutative diagram
\[
\begin{array}{c}
E_{-1q}^1 & \xleftarrow{d_1} & \ldots & \xleftarrow{d_1} & E_{(m-q+1)q}^1 \\
\approx & \approx & \approx & \approx & \\
\tilde{C}_{-1}(Y_n; H_q \Gamma) & \xleftarrow{\partial} & \ldots & \xleftarrow{\partial} & \tilde{C}_{(m-q+1)}(Y_n; H_q \Gamma) \\
\end{array}
\]
By acyclicity of $Y_n$, the bottom row is exact, and thus $E_{(m-q)q}^2 = 0$ as desired. When $q = m - 1$, we have the same diagram, but we must take $\Gamma = \Gamma_{n - m - q - 1}$, and the last downward arrow is merely a surjection. By the same logic we still have $E_{(m-q)q}^2 = 0$, as desired.

Now we consider injectivity. Suppose $n \geq 2m + d + 2$. In order to show that $H_m(\Gamma_{n-1}) \to H_m(\Gamma_n)$ is injective, we will first show that $E_{0m}^\infty = 0$, and then show that this implies that $d_1 : E_{0m}^1 \to E_{1m}^1$ injective. Showing that $E_{0m}^2 = 0$ is exactly as before: we show that $E_{0m}^2 = 0$, and then that $E_{(m+1-q)q}^2 = 0$ for $q < n$, which implies that $E_{0m}^2 = E_{0m}^\infty$. Since $n \geq 2m + d + 2$, we know by assumption 4 that $X_n$ is $m + 1$-acyclic, so $E_{pq}^r = 0$ for $q \leq m + 1$, therefore $\tilde{H}_{m+1}^\Gamma(X_n) = 0$, and thus $E_{0m}^\infty = 0$. Now suppose $q < m$, we have
\[
n - (m + 1 - q) - 1 \geq 2m + d + 2 - m - 1 + q - 1 = m + d + q
\geq q + 1 + d + q = 2q + d + 1
\]
and thus $H_q(\Gamma_n-(m+1-q)-2) \to H_q(\Gamma_n-(m+1-q)-1)$ is a surjection and

$$H_q(\Gamma_n-(m+1-q)-1) \cong H_q(\Gamma_n-(m+1-q)) \cong H_q(\Gamma_n-(m+1-q)+1) \to \ldots$$

So, writing $\Gamma = \Gamma_n-(m+1-q)-1$, and $Y_n = X_n/\Gamma_n$, we have a commutative diagram

$$
\begin{array}{ccc}
\mathcal{E}_{-1q}^1 & \overset{d_1}{\leftarrow} & \ldots \overset{d_1}{\leftarrow} \mathcal{E}_{(m+1-q)+1}^1 \\
\cong & & \cong \\
\tilde{C}_{-1}(Y_n; H_q \Gamma) & \overset{\partial}{\leftarrow} & \ldots \overset{\partial}{\leftarrow} \tilde{C}_{(m+1-q)+1}(Y_n; H_q \Gamma) \\
\end{array}
$$

where the last downward arrow is surjective. By acyclicity of $Y_n$, the bottom sequence is exact, and it follows that $\mathcal{E}_{(m+1-q)+1}^2 = 0$ as promised, and we have succeeded in showing that $\mathcal{E}_{0m}^2 = 0$. On the other hand, the image of $d_1 : \mathcal{E}_{1m}^1 \to \mathcal{E}_{0m}^1$ lies inside the kernel of the augmentation map $\mathcal{E}_{0m}^1 = \tilde{C}_0(X_n/\Gamma_n; H_m(\Gamma_n-1)) \xrightarrow{\text{aug}} H_m(\Gamma_n-1)$. In particular, it has zero intersection with the $H_m(\Gamma_n-1)$ summand corresponding to (the orbit of) our canonical vertex $\sigma_0^0$ (call this summand $H$.). We then conclude that $H \cap \ker(H_m(\Gamma_n-1) \to H_m(\Gamma_n)) = 0$, i.e., $H_m(\Gamma_n-1) \to H_m(\Gamma_n)$ is injective.

\section{4 Congruence subgroups of symplectic groups}

Now we prove that the homology of $\text{Sp}_{2n}(R, a)$ (with coefficients in an un-twisted field) stabilizes if $R$ satisfies a certain symplectic stable range condition. The stable range condition $SR_k$, as defined below, was introduced by Bass. If a ring $R$ satisfies this condition, then $\text{GL}_n(R)$ has various properties. (See Bass[1] or Hahn and O’Meara[5] for an exposition.) If we want similar properties to hold for $\text{Sp}_{2n}(R)$, then we will need $R$ to satisfy some additional conditions.

\textbf{Definition.} Given a ring $R$, we call a vector $(x_1, \ldots, x_k)$ unimodular if there exist $a_1, \ldots, a_k \in R$ such that $a_1x_1 + \ldots + a_kx_k = 1$. $R$ is said to satisfy the stable range condition $SR_k$ if for every unimodular vector $(x_1, \ldots, x_k)$ we can find $b_1, \ldots, b_k \in R$ such that $(x_1 + b_1x_{k+1}, x_2 + b_2x_{k+1}, \ldots, x_k + b_kx_{k+1})$ is unimodular.

Any commutative Noetherian ring of Krull dimension $k-1$ satisfies the stable range condition $SR_k$ [5, 4.1.10]. Bass also proves the following lemma [1, V.3.2].
Lemma 4.1. If $R$ satisfies $SR_k$, so does $R/\mathfrak{a}$.

Before defining the symplectic stable range condition, we recall the definition of the symplectic group $\text{Sp}_{2n}(R)$, and describe a set of elementary symplectic matrices which play a role analogous to that of elementary matrices in $\text{GL}$. In the formalism of symplectic algebraic K-theory, it is absolutely standard to assume that $R$ is commutative.

Definition. Let $R$ be a commutative ring. Suppose $x = (x_1, \ldots, x_{2n})$ and $y = (y_1, \ldots, y_{2n})$ are vectors in $R^{2n}$. We say that the symplectic product $\langle x, y \rangle$ is $x_1y_{n+1} + x_2y_{n+2} + \ldots + x_ny_{2n} - x_{n+1}y_1 - x_{n+2}y_2 - \ldots - x_{2n}y_n$.

The symplectic group $\text{Sp}_{2n}(R)$ is the subgroup of $\text{GL}_{2n}(R)$ which preserves the symplectic form, i.e., $\text{Sp}_{2n}(R)$ is the set of $T \in \text{GL}_{2n}(R)$ such that for all $x, y \in R^{2n}$, we have $\langle Tx, Ty \rangle = \langle x, y \rangle$. Now we will define elementary symplectic matrices. Let $e_{ij}(r)$ denote the $n \times n$ matrix with all entries 0 except that entry $i, j$ is equal to $r$. Let $E_{ij}(r) = \text{Id}_n + e_{ij}(r)$.

Definition. The following types of matrices are called elementary symplectic matrices (in all cases $i \neq j$):

$A_{ij}(r) = \begin{bmatrix} e_{ij}(r) & 0 \\ 0 & E_{ji}(-r) \end{bmatrix}$

$B_{ij}(r) = \begin{bmatrix} \text{Id}_n & e_{ij}(r) + e_{ji}(r) \\ 0 & \text{Id}_n \end{bmatrix}$

$B_{ii}(r) = \begin{bmatrix} \text{Id}_n & e_{ii}(r) \\ 0 & \text{Id}_n \end{bmatrix}$

$C_{ij}(r) = \begin{bmatrix} \text{Id}_n \\ e_{ij}(r) + e_{ji}(r) & 0 \end{bmatrix}$

$C_{ii}(r) = \begin{bmatrix} \text{Id}_n \\ e_{ii}(r) & 0 \end{bmatrix}$

The group generated by these types of matrices is called the elementary symplectic group $\text{ESp}_{2n}(R)$.

We can now define the symplectic stable range condition $\text{SpSR}_k$. Competing definitions exist, and since we will need a theorem of Mirzaii and Van der Kallen[9], we will use theirs.

Definition. A commutative ring $R$ is said to satisfy the symplectic stable range condition $\text{SpSR}_k$ if it satisfies $SR_k$ and $\text{ESp}_{2(k+1)}(R)$ acts transitively...
on the unimodular vectors of $R^{2(k+1)}$. This is a special case of the unitary stable range condition of [9, 6.3] (as explained in [9, Example 6.1].)

Importantly, any commutative noetherian ring of Krull dimension $k - 1$ satisfies $SpSR_k$ [9, 6.5].

**Lemma 4.2.** If $R$ satisfies $SpSR_k$, so does $R/\mathfrak{a}$.

**Proof.** The proof of [1, V.3.2] shows that a unimodular vector of $(R/\mathfrak{a})^{2(n+1)}$ lifts to a unimodular vector of $R^{2(n+1)}$. The lemma thus follows immediately when we notice that $ESp_{2(n+1)}(R) \rightarrow ESp_{2(n+1)}(R/\mathfrak{a})$ is surjective.

Recall again the definition of a symplectic congruence subgroup.

**Definition.** Suppose $\mathfrak{a}$ is an ideal of $R$. The symplectic congruence subgroup $Sp_{2n}(R, \mathfrak{a})$ is the kernel of the natural map $Sp_{2n}(R) \rightarrow Sp_{2n}(R/\mathfrak{a})$.

Mirzaii and Van der Kallen proved a homological stability theorem for $Sp_{2n}(R)$ when $R$ satisfies a symplectic stable range condition, which paves the way for us to apply theorem 3.1 with $\Gamma_n = Sp_{2n}(R, \mathfrak{a})$. In order to do so, we will need a simplicial complex $X_n$ acted on by $Sp_{2n}(R)$ (we will actually take $G_n \supset \Gamma_n$ to be a subgroup of $Sp_{2n}(R)$.)

**Definition.** A partial symplectic basis of $R^{2n}$ is a sequence of pairs of vectors $(a_1, b_1), (a_2, b_2), ..., (a_p, b_p)$ where $a_i, b_i \in R^{2n}$, and we have that, for all $i, j$ the relations $\langle a_i, a_j \rangle = 0$ and $\langle b_i, b_j \rangle = 0$ hold, and $\langle a_i, b_j \rangle = \delta_{i,j}$. The poset of partial symplectic bases $\mathcal{HU}(R^{2n})$ is the poset whose elements are partial symplectic bases. Order is given by $\sigma < \tau$ whenever $\sigma$ is a subsequence of $\tau$. The notation $\mathcal{HU}$ arises from the fact that this is a special case of the complex of hyperbolic bases as considered in [9, §7].

An unordered partial symplectic basis of $R^{2n}$ is a set of pairs of vectors $\{(a_1, b_1), (a_2, b_2), ..., (a_p, b_p)\}$ given by forgetting the order of a partial symplectic basis. The complex of unordered partial symplectic bases $\mathcal{HU}(R^{2n})$ is the simplicial complex whose $p$-simplices correspond to partial symplectic bases of length $p + 1$. Incidence is given by saying that a simplex $\sigma$ is the face of a simplex $\tau$ whenever $\sigma$ is a subsequence of $\tau$.

There is an obvious action of $Sp_{2n}(R)$ on $\mathcal{HU}(R^{2n})$. Although we will apply our theorem to $\mathcal{HU}$, it is often more convenient to work with $\mathcal{HU}$. The following lemma will be useful in switching between the two.
Lemma 4.3. If $\tilde{H}_q(\mathcal{H}U(R^n); M) = 0$ for $q = 0, \ldots, m$, then

$$\tilde{H}_q(\mathcal{H}U(R^n); M) = 0$$

for $q = 0, \ldots, m$.

Proof. There is a natural map (of posets) $g : \mathcal{H}U(R^n) \to \tilde{\mathcal{H}}U(R^n)$ given by forgetting the order of the elements in a sequence. As in [13, Lemma 4.1], we observe that this map has a right inverse $f : \tilde{\mathcal{H}}U(R^n) \to \mathcal{H}U(R^n)$ given as follows: take any total order $\prec$ on the elements of $R^n \times R^n$. Then $f$ maps a simplex $\sigma^p = \{(x_1, y_1), \ldots, (x_{p+1}, y_{p+1})\} \in \tilde{\mathcal{H}}U$ to

$$((x_{i_1}, y_{i_1}), \ldots, (x_{i_{p+1}}, y_{i_{p+1}})),$$

where

$$(x_{i_1}, y_{i_1}) \prec (x_{i_2}, y_{i_2}) \prec \ldots \prec (x_{i_{p+1}}, y_{i_{p+1}}).$$

The map $f$ is easily seen to be order preserving. Since $g \circ f$ is the identity, $g$ induces a surjection on homology. $\square$

We now state our main theorem. Again, we stress that the coefficient field $M$ in consideration is untwisted.

Theorem 4.4. Suppose that $R$ is a ring satisfying the symplectic stable range condition $SpSR_k$, and $a$ a proper ideal of $R$. Suppose further that the inclusion of groups $a \subset R$ induces an isomorphism $H_*(a; M) \cong H_*(R; M)$ and that $M$ is a field. Then for $n \geq 2m + k + 4$, the map

$$H_m(\text{Sp}_{2(n-1)}(R, a); M) \to H_m(\text{Sp}_{2n}(R, a); M)$$

is a surjection, and for $n \geq 2m + k + 5$, this map is an isomorphism.

Proof. From here on, $H_*(X)$ will mean $H_*(X; M)$.

If $a = R$, the theorem follows by applying [9, Theorem 8.2] in the symplectic case [9, Example 6.1]. Hence we can assume $a \neq R$.

We will apply Theorem 3.1 with

- $G_n = \langle \text{ESp}_{2n}(R), \text{Sp}_{2n}(R, a) \rangle \subset \text{Sp}_{2n}(R)$
- $\Gamma_n = \text{Sp}_{2n}(R, a)$
- $X_n = \mathcal{H}U(R^{2n})$, $d = k + 3$. 
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(We take the map \( G_n \to G_{n+1} \) to be lower right inclusion.) We must verify that all the assumptions are valid.

**Assumption 1.** \( G_n \) acts transitively on \( p \)-simplices of \( X_n \)

[9, Lemma 7.1] proves that \( \ESp_{2n}(R) \) acts transitively on \( p \)-simplices of \( \mathcal{HUP}(R^{2n}) \) for \( p < n-d \), which suffices to prove the assumption.

**Assumption 2.** For all \( p = 0, \ldots, n \), there is a standard \( p \)-simplex \( \sigma_0^p \) in \( X_n \) such that, for \( n > p + d \), \( \text{Stab}_{\Gamma_n} \sigma_0^p = \Gamma_{n-p-1} \), and furthermore, \( \text{Stab}_{\Gamma_n} \sigma_0^p \) fixes the vertices of \( \sigma_0^p \).

The standard \( p \)-cell \( \sigma_0^p \) is the standard hyperbolic partial basis:

\[
\sigma_0^p = \{(e_1, e_{n+1}), (e_2, e_{n+2}), \ldots (e_{p+1}, e_{n+p+1})\}
\]

Since \( a \neq R \), a matrix in \( \Sp_{2n}(R, a) \) which permutes \( e_1, \ldots, e_{p+1} \) must fix these vectors (as the identity is the only permutation matrix with trivial image in \( \Sp_{2n}(R/a) \)). We thus have that the stabilizer of \( \sigma_0^p \) in \( \Sp_{2n}(R, a) \) consists of all matrices of the form:

\[
\begin{bmatrix}
\text{Id}_{p+1} & 0 & 0 & 0 \\
0 & * & 0 & * \\
0 & 0 & \text{Id}_{p+1} & 0 \\
0 & * & 0 & *
\end{bmatrix} \in \Sp_{2n}(R, a)
\]

which is clearly just (the lower-right-included image of) \( \Sp_{2(\text{\textit{n}}-p-1)}(R) \). Thus the assumption is verified.

**Assumption 3.** \( G_n \) acts trivially on the image of the map \( \Pi_p(\Gamma_{n-1}) \to \Pi_p(\Gamma_n) \) induced by (lower right) inclusion \( \Gamma_{n-1} \to \Gamma_n \) for \( n > d \) and \( p \geq 0 \).

It suffices to show that elementary symplectic matrices act trivially on the image \( H \) of \( \Pi_p(\text{\textit{Sp}}_{2(n-1)}(R, a)) \to \Pi_p(\text{\textit{Sp}}_{2n}(R, a)) \) for \( n > d \). We first prove a small lemma:

**Lemma 4.5.** \( \ESp_{2n}(R) \) is generated by the collection of all matrices of the following types.

- \( A_{1j}(r) \) (with \( j = 2, \ldots n \))
- \( A_{i1}(r) \) (with \( i = 2, \ldots, n \))
- \( B_{1j}(r) \) (with \( j = 1, \ldots n \))
- \( C_{i1}(r) \) (with \( i = 1, \ldots n \))
Proof. For alternating permutations \( \pi \in A_n \), let \( T_\pi \in \text{GL}_n(R) \) be such that \( T_\pi e_i = e_{\pi(i)} \). (Because \( \pi \) is alternating, \( (T_\pi^{-1})^T = T_\pi \).) Let \( E_{ij} \) denote \( E_{ij}(1) \). It is well known that the elementary matrices \( E_{ij} \) generate \( \text{SL}_n(\mathbb{Z}) \), and the map \( \text{SL}_n(\mathbb{Z}) \to \text{GL}_n(R) \) preserves both the alternating permutation matrices and the \( E_{ij} \), so we conclude that the matrix \( T_\pi \in \text{GL}_n(R) \) is a product of matrices of the form \( E_{ij} \). But all the elementary matrices in \( \text{GL}_n(R) \) are products of matrices of the forms \( E_{i1}(r) \) and \( E_{1j}(r) \), (for instance, \( E_{13}(r) = [E_{12}, E_{23}(r)] \)), so it follows that the matrix:

\[
S_\pi = \begin{bmatrix} T_\pi & 0 \\ 0 & T_\pi \end{bmatrix}
\]

can be generated by matrices of the forms \( A_{1j}(1) \) and \( A_{1i}(1) \). But then by conjugating matrices of types \( A_{1j}(r), A_{1i}(r), B_{1j}(r) \) and \( C_{1j}(r) \) by the \( S_\pi \), we can generate every elementary symplectic matrix. For instance \( B_{23}(r) = S_{(123)} B_{12}(r) S_{(123)}^{-1} \). \( \square \)

Now we will show that matrices of types \( A_{1j}(r) \) and \( B_{1j}(r) \) act trivially on \( H_p(\hat{G}) \). The case for \( A_{1i}(r) \) and \( C_{1i}(r) \) is similar. Let:

\[
G = \left\{ \begin{bmatrix} 1 & * & * & * \\ 0 & A & * & B \\ 0 & 0 & 1 & 0 \\ 0 & C & * & D \end{bmatrix} \in \text{Sp}_{2n}(R, a) \right\}
\]

\[
\hat{G} = \left\{ \begin{bmatrix} 1 & * & * & * \\ 0 & A & * & B \\ 0 & 0 & 1 & 0 \\ 0 & C & * & D \end{bmatrix} \in \text{Sp}_{2n}(R) : \begin{bmatrix} A & B \\ C & D \end{bmatrix} \in \text{Sp}_{2(n-1)}(R, a) \right\}.
\]

(The reader may wish to think of \( G \) as the subgroup of \( \text{Sp}_{2n}(R, a) \) which preserves the basis vector \( e_1 \). Let \( P \) be the subgroup of \( \text{Sp}_{2n}(R) \) which preserves \( e_1 \), and observe that there is a natural map \( P \to \text{Sp}_{2(n-1)}(R) \) given by letting \( T \in P \) act on \( v \) in the span of \( \{e_i\}_{i \neq 1,n+1} \) then throwing away the \( e_1 \) and \( e_{n+1} \) components. The preimage of \( \text{Sp}_{2(n-1)}(R, a) \) under this map is \( \hat{G} \).)

We have that \( A_{1j}(r), B_{1j}(r) \in \hat{G} \), so these matrices act trivially on \( H_p(\hat{G}) \). On the other hand \( \text{Sp}_{2(n-1)}(R, a) \subset G \subset \text{Sp}_{2n}(R, a) \), so it suffices to show that \( A_{1j}(r), B_{1j}(r) \) act trivially on \( H_p(G) \). This will follow once we show that \( H_p(G) \to H_p(\hat{G}) \) is an isomorphism. Let \( K \) be the kernel
of the natural map $G \to \text{Sp}_{2(n-1)}$ described above. (In coordinates, this map is given by forgetting rows 1, $n+1$ and columns 1, $n+1$.) Similarly, let $\hat{K} = \ker(\hat{G} \to \text{Sp}_{2(n-1)})$. Then we have a commutative diagram:

$$
\begin{array}{cccccc}
1 & \longrightarrow & K & \longrightarrow & G & \longrightarrow & \text{Sp}_{2(n-1)} & \longrightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
1 & \longrightarrow & \hat{K} & \longrightarrow & \hat{G} & \longrightarrow & \text{Sp}_{2(n-1)} & \longrightarrow & 1
\end{array}
$$

In order to show that the middle downward arrow induces an isomorphism on homology, we will need the following lemma, together with the fact (to be proved shortly) that $K \to \hat{K}$ induces an isomorphism on homology with $M$ coefficients. Recall that $M$ is a field, and $H_\ast(\cdot)$ refers to homology with coefficients in $M$ unless otherwise specified.

**Lemma 4.6.** Suppose we have a diagram of groups, with exact rows,

$$
\begin{array}{cccccc}
1 & \longrightarrow & N_1 & \longrightarrow & G_1 & \longrightarrow & Q_1 & \longrightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
1 & \longrightarrow & N_2 & \longrightarrow & G_2 & \longrightarrow & Q_2 & \longrightarrow & 1
\end{array}
$$

Suppose further that $N_1 \to N_2$ induces an isomorphism on homology, and either condition (i) or (ii) below holds.

(i) $Q_1 = Q_2$

(ii) For all $p$, the map $Q_1 \to Q_2$ induces an isomorphism

$$
H_p(Q_1) \to H_p(Q_2)
$$

and $Q_i$ acts trivially on $H_p(N_i)$.

Then we have that

$$
H_p(G_1) \to H_p(G_2)
$$

is an isomorphism.

**Proof.** Given a short exact sequence of groups $1 \to N \to G \to Q$, there is a spectral sequence called the Hochschild-Serre spectral sequence [3, VII.6] with $E^2_{pq} = H_p(Q; H_q(N))$ and $E^\infty_{pq} \Rightarrow H_{p+q}(G)$. This spectral sequence is natural, in the sense that our diagram induces a map from the spectral sequence associated to its top row to the the spectral sequence associated to its bottom row. On $E^2_{pq}$ this takes the form of the natural map

$$
H_p(Q_1; H_q(N_1)) \to H_p(Q_2; H_q(N_2)).
$$
If (i) holds, this map is an isomorphism, and hence the spectral sequences have isomorphic abutments, i.e.,

\[ H_p(G_1) \cong H_p(G_2) \]

as desired. On the other hand, if (ii) holds, we reason as follows. Since \( M \) is a field, we can use the universal coefficient theorem to write the map on the \( E^2 \) page as

\[ H_p(Q_1) \otimes H_q(N_1) \to H_p(Q_2) \otimes H_q(N_2). \]

Since this map is an isomorphism, we see that the map of abutments is an isomorphism, i.e., \( H_p(G_1) \cong H_p(G_2) \).

By the lemma, we will be done if we can show that \( K \to \hat{K} \) induces an isomorphism on homology. But this follows from applying the lemma to the commutative diagram:

\[
\begin{array}{cccccc}
1 & \longrightarrow & \mathfrak{a} & \longrightarrow & K & \longrightarrow & \mathfrak{a}^{2(n-1)} & \longrightarrow & 1 \\
& & \downarrow & & \downarrow & & \| & & \\
1 & \longrightarrow & R & \longrightarrow & \hat{K} & \longrightarrow & R^{2(n-1)} & \longrightarrow & 1
\end{array}
\]

(Observe that condition (ii) holds here.)

**Assumption 4.** \( X_n \) and \( X_n/\Gamma_n \) are \( \frac{n-d}{2} \) connected.

[9, Lemma 7.4] shows that \( \mathcal{H}U(R^{2n}) \) is \( \frac{n-k-3}{2} \) connected for \( R \) satisfying \( SpSR_k \). So it suffices to prove that the \( n-d \)-skeleton \( (\mathcal{H}U(R^{2n})/\Gamma_n)^{(n-d)} = \mathcal{H}U((R/\mathfrak{a})^{2n})^{(n-d)} \). We want to show that \( Sp_{2n}(R, \mathfrak{a}) \) orbits of unordered partial hyperbolic bases of \( R^{2n} \) correspond to \( \mathfrak{a} \)-congruence classes of unordered partial hyperbolic bases of \( R^{2n} \). That is, given \( \sigma^p, \tau^p \) partial hyperbolic bases of length \( p + 1 \), we want that:

\[ \sigma^p \equiv \tau^p \mod \mathfrak{a} \iff \sigma^p \in Sp_{2n}(R, \mathfrak{a})\tau^p \]

The \( \iff \) implication is trivial, so we now prove the \( \Rightarrow \) implication. It suffices to prove this for ordered, rather than unordered, partial hyperbolic bases. Let \( \sigma^p_0 \) denote the standard hyperbolic partial basis

\[ ((e_1, e_{n+1}), (e_2, e_{n+2}), \ldots (e_{p+1}, e_{n+p+1})). \]

We must show that for any length \( p + 1 \) partial hyperbolic basis \( \tau^p = ((x_1, y_1), \ldots, (x_{p+1}, y_{p+1})) \equiv \sigma^p_0 \mod \mathfrak{a} \), there exists \( T \in Sp_{2n}(R, \mathfrak{a}) \) such
that $T \sigma_0^p = \tau^p$. As we observed before, [9] proves that there is some $S \in E\text{Sp}_{2n}(R)$ such that $S \sigma_0^p = \tau^p$ and thus $S$ has the form

$$[x_1 \ldots x_{p+1} * y_1 \ldots y_{p+1} *]$$

Let $\tilde{S}$ be the image of $S$ under $\text{Sp}_{2n}(R) \to \text{Sp}_{2n}(R/a)$. Then $\tilde{S}$ has the form:

$$\begin{bmatrix}
\text{Id}_{p+1} & 0 & 0 & 0 \\
0 & A & 0 & B \\
0 & 0 & \text{Id}_{p+1} & 0 \\
0 & C & 0 & D
\end{bmatrix}$$

By [5, 9.1.11], the map:

$$\text{Sp}_{2(n-p-1)}(R/a)/E\text{Sp}_{2(n-p-1)}(R/a) \to \text{Sp}_{2n}(R/a)/E\text{Sp}_{2n}(R/a)$$

induced by lower right inclusion is an injection since $n - p - 1$ exceeds the stable range of $R/a$. So, since $\tilde{S} \in E\text{Sp}_{2n}(R/a)$, we conclude that $\begin{bmatrix} A & B \\ C & D \end{bmatrix} \in E\text{Sp}_{2(n-p-1)}(R/a)$. But $E\text{Sp}_{2n}(R) \to E\text{Sp}_{2n}(R/a)$ is surjective, so we can lift $\begin{bmatrix} A & B \\ C & D \end{bmatrix}$ to some matrix $\tilde{S} \in E\text{Sp}_{2(n-p-1)}(R) \subset E\text{Sp}_{2n}(R)$. Let $T = SS^{-1}$. Then clearly $T \in \text{Sp}_{2n}(R/a)$, and $T \sigma_0^p = S \tilde{S}^{-1} \sigma_0^p = S \sigma_0^p = \tau^p$ as desired. This completes the verification of the final assumption, and thus, the proof. 

\section{Borel Stability}

Using theorem 4.4 (and its proof) we will prove that, with appropriate qualifiers, the homology of a symplectic congruence subgroup does not depend on its level.

\textbf{Theorem 5.1.} Suppose that $R$ is a commutative ring satisfying the symplectic stable range condition $\text{Sp}SR_k$, and $a$ an ideal of $R$, with $R/a$ finite. Then for $m \geq 1$ and $n \geq 2m + 2k + 4$, the map:

$$H_m(\text{Sp}_{2n}(R,a); \mathbb{Q}) \to H_m(\text{Sp}_{2n}(R); \mathbb{Q})$$

is an isomorphism.

\textbf{Proof.} First, observe that because $\text{Sp}_{2n}(R/a)$ is finite, we have that:

$$[\text{Sp}_{2n}(R) : \text{Sp}_{2n}(R,a)] < \infty$$
Now we apply [3, III.10.4] to see that the rational homology of $\text{Sp}_{2n}(R)$ is isomorphic to the $\text{Sp}_{2n}(R)$-coinvariants of the rational homology of $\text{Sp}_{2n}(R, \mathfrak{a})$. In other words,

$$H_*(\text{Sp}_{2n}(R); \mathbb{Q}) = H_*(\text{Sp}_{2n}(R, \mathfrak{a}); \mathbb{Q})_{\text{Sp}_{2n}(R)}$$

So, if the action of $\text{Sp}_{2n}(R)$ on $H_m(\text{Sp}_{2n}(R, \mathfrak{a}); \mathbb{Q})$ is trivial, the desired result will follow. Observe that [5, Thm 9.1.11(iv)] implies that

$$\text{Sp}_{2n}(R) = \langle \text{ESp}_{2n}(R), \text{Sp}_{2k}(R) \rangle,$$

so we just need to show that $\text{ESp}_{2n}(R)$ and $\text{Sp}_{2k}(R)$ act trivially.

**ESp$_{2n}(R)$ acts trivially.** Because $R/\mathfrak{a}$ is finite, and $R$, as an additive group, is abelian, [3, III.10.4] implies that $H_*(\mathfrak{a}; \mathbb{Q}) \to H_*(R; \mathbb{Q})$ is an isomorphism, so we can apply Theorem 4.4 to see that $H_m(\text{Sp}_{2(n-1)}(R, \mathfrak{a}); \mathbb{Q}) \to H_m(\text{Sp}_{2n}(R, \mathfrak{a}); \mathbb{Q})$ is a surjection. On the other hand, our verification of assumption 3 in our proof of Theorem 4.4 already showed that $\text{ESp}_{2n}(R)$ acts trivially on the image of $H_m(\text{Sp}_{2(n-1)}(R, \mathfrak{a}); \mathbb{Q}) \to H_m(\text{Sp}_{2n}(R, \mathfrak{a}); \mathbb{Q})$ for $n \geq k+3$, so we conclude that $\text{ESp}_{2n}(R)$ acts trivially on $H_m(\text{Sp}_{2n}(R, \mathfrak{a}); \mathbb{Q})$.

**Sp$_{2k}(R)$ acts trivially.** Observe that the upper left included image of $\text{Sp}_{2k}(R)$ in $\text{Sp}_{2n}(R)$ is conjugate (by a matrix in $\text{ESp}_{2n}(R)$) to the lower right included image. The latter commutes with $\text{Sp}_{2(n-k)}(R, \mathfrak{a})$, and hence acts trivially on $H_m(\text{Sp}_{2(n-k)}(R, \mathfrak{a}); \mathbb{Q})$. But the map

$$H_m(\text{Sp}_{2(n-k)}(R, \mathfrak{a}); \mathbb{Q}) \to H_m(\text{Sp}_{2n}(R, \mathfrak{a}); \mathbb{Q})$$

is surjective, hence $\text{Sp}_{2k}(R)$ acts trivially on $H_m(\text{Sp}_{2n}(R, \mathfrak{a}); \mathbb{Q})$ as desired. (The idea behind this proof is due to Charney. See [4][§5.1].)
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